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Abstract

SAFERtecproposes aflexible and efficient assurance framework for security and trustworthiness
of Connected Vehicles and Vehicle-to-I (V2I) communications aiming at improving the cyber-
physical security ecosystem of “connected vehicles” in Europe. The project will deliver innovative
techniques, development methods and testing models for efficient assurance of security, safety
and data privacy of ICT related to Connected Vehicles and V2| systems, with increased
connectivity of automotive ICT systems, consumer electronics technologies and telematics,
services and integration with 3rd party components and applications. The cornerstone of
SAFERtec is to make assurance of security, safety and privacy aspects for Connected Vehicles,
measurable, visible and controllable by stakeholders and thus enhancing confidence and trustin
Connected Vehicles.
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Acronyms and abbreviations

Abbreviation

ANSSI

BMS
CAM
CIAT
C-ITS-S
CSP
DENM
EBIOS
EKD
ETSI
GNSS
HMI
ICT
ITS
ITS-S
LDM
LTE
LVI
OBU
PriS
QoS
R-ITS-S
RSU

SPaT

TLC

Description

Agence Nationalede laSécurité des Systémes d’Informations (National

Cybersecurity Agency of France)

Bare Metal Server

Cooperative Awareness Message

Confidentiality, Integrity, Availability, Tracability
Central Intelligent Transportation System Station
Cloud Service Provider

Decentralized Environmental Notification Message
Expression des Besoins et Identification des Objectifs de Sécurité
Enterprise Knowledge Development

European Telecommunications Standards Institute
Global Navigation Satellite System

Human-Machin Interface

Information and Communications Technology
Intelligent Transportation Systems

Intelligent Transportation System Station

Local Dynamique Map

Long-Term Evolution

Local Vehicle Information

(Vehicle) On Board Unit— This term is identical to V-ITS-S
Privacy Safeguard

Quality of Service

Roadside Intelligent Transportation System Station
Roadside Unit-- This term is identical to R-ITS-S
Signal Phase and Time

Traffic Light Controller

This projecthas received funding from the European Union’s Horizon 2020
research andinnovation programme under grant agreement no 732319
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TMC Traffic Management Centre
ToE Target of Evaluation
TVRA Threat, Vulnerability and Risk Analysis
V2l Vehicle to Infrastructure
Vav Vehicle toVehicle
V2X Vehicle to Everything
V-ITS-S Vehicle Intelligent Transportation System Station
VM Virtual Machine
VPN Virtual Private Network
Table 1: List of Abbreviations
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Executive Summary

In its objective of building a security assurance framework for connected vehicular technology,
SAFERtecwill address the safety, the security and the privacy of the handled data. A study has been
carried out to identify the vulnerabilities, impacts, mitigation actions and respective security control.
This deliverable, entitled “Attack Modelling” explains how these objectives will be fulfilled and part
of achieved result.

To do so, this deliverable describes the work that has been carried out during the task T2.2 entitled
“Threat Analysis and Attack Modelling”. SAFERtec has developed a new methodology based on three
other renowned methodologies namely EBIOS, Secure Tropos and PriS.

Thisdocument will present each methodology, their concepts and their implementations. Then, we
will explain how we merged these three methodologies in a new 6-step-methodology which
attempts to preserve the advantages of each one. For this occasion each step of the SAFERtec
methodology will be described.

The ETSI Standards and more specifically the results of a Threat, Vulnerability and Risk Analysis
(TVRA) study for vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) for Intelligent
Transportation Systems (ITS) has been used as a helpful tool forfeeding the initial steps of the attack
modelling method.

Althoughthe entire methodology has been described, we willimplement only the four first steps of
the first use case called “Optimal Speed Driving” as a practical example. The full implementation of
the SAFERtec methodology will be carried out on all considered use cases in the next deliverable
D2.3 entitled “Vulnerability Analysis”.

In the frame of this work package, we also developed simulators for the two radio interfaces used.
These simulators will be used in the work packages 3 and 5 but all the details of their
implementations are detailed in the appendix section.

This project has received funding from the European Union’s Horizon 2020 Page 10 0f 105
research andinnovation programme under grant agreement no 732319
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1. Introduction

One of the main SAFERtec goals is to provide a flexible and efficient assurance framework for the
safety, security, privacy and trustworthiness of connected vehicles in Europe. More specifically the
project aims to deliver innovative techniques, development methods and testing models for
achievingassurance of the aforementioned requirements of ICT related Connected Vehicle and V2X
systems. The cornerstone of SAFERtec is to make assurance of security, safety and privacy aspects
for Connected Vehicles, measurable, visible and controllable by stakeholders and thus enhancing
confidence and trust in Connected Vehicles.

Assurance security evaluation methods always rely on the definition of a proper security target. This
security target is the specification of the evaluation goal. Thus, it is an important aspect of the
evaluation process to defineameaningful security target. It is often one of the most criticized parts
of an evaluation, since there is no universal way to assess the relevance of such adocument. Butone
thing that helpsto gain confidence in this part of the evaluationis to have elements of proof that the
system and the real threats associated toitare properly understood and justified. Here we provide
formal and powerful tools to help designing relevant and convincing security targe t representing real
world security objectives for ITS systems. Thisis one great step towards better and stronger security
assurance framework.

1.1 Purpose of the Document

The document aims to present the results of the work carried out in task T2.2 entitled “Threat
Analysis and Attack Modelling”.

1.2 Intended readership

In additionto the projectreviewers, thisdeliverable is addressed to any interested reader (i.e.,
Publicdissemination level).

1.3 Inputs from other projects

No input from other projects was considered during the compilation of this deliverable.

1.4 Relationship with other SAFERtec deliverables

This deliverable utilizes deliverables D2.1 “Connected Vehicle Use Cases and High Level
Requirements” and D4.1 “Specifications of Connected Vehicle System”, as its principal inputs and
will be used to carried out the work of the task T2.3 entitled “Vulnerability Analysis”.

This project has received funding from the European Union’s Horizon 2020 Page 110f105
research andinnovation programme under grant agreement no 732319
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2. Risk Analysis and Modelling Methodologies

For the purpose of assessing cyber security risks on the retained use cases, the Safertec has to
develop a methodology that enables an effective consideration of all security aspects for the
designed architectures.

In this Chapter the three independent methodologies, namely EBIOS, SecureTropos and PriS, that
will be integrated for the purposes of the modelling will be presented. More specifically the
integrated SAFERtec methodology will be used for identifying the main assets (hardware, software,
data, communication links) of the Connected Vehicle and V2X systemes, eliciting the security, safety
and privacy requirements, identifying threats and vulnerabilities and finally producing the threatand
attack models of the system that is studied.

The resulting output (threatand attack models), in conjunction with specific test scenarios that will
be developed, will be then used forevaluating the level at which the identified security, safety and
privacy requirements are satisfied and thus facilitating the association of the connected vehicle
system to an assurance level.

2.1 EBIOS methodology

EBIOS (English: Expression of needs and identification of security objectives) is the risk analysis
methodology created by the french Agence Nationale de la Sécurité des Systemes d'Information
(ANSSI) (English: National Cybersecurity Agency of France). A risk analysis method identifies the
critical part of the systemand theircorresponding threatsin orderto evaluate the risk for this assent
and then the proper security objectives regarding the evaluated risks. EBIOS is composed of five
steps and offers many advantages, particularly the flexibility, quickness besides the fact thatitis a
proven methodology that has been used in several risk assessments and that it is compatible with
the ISO 27005 risk analysis phase.

Circumstantial \ |dentifica_tion b Determinqtion Determingtion
stud of security Threat study of security of security
\ / needs / objectives requirements
Target ) ( \ [+ Threats cause \ [+ Matching \ [+ Functional
organization . complete thte study, between security requirements
?t:rl;‘gt system gﬁc&léltrsemen s +  vulnerabilities +  formalization of determination
study . requirements study security goals + assurance
Target scope reports + threats + determination of requirements
definition formalization | | security level | | determination
/ S

Figure 1: The five steps of EBIOS

To fully benefit from the swiftness of EBIOS, we will comply with the five classic steps of this
methodology and we will use it for performing risk analysis forthe use casesidentified in Deliverable
D2.1.

* X This project has received funding from the European Union’s Horizon 2020 Page 12 0f105
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2.1.1 Step 1: Circumstantial study

The purpose of this stepis to define the perimeter (boundaries) of the study. A global vision of the
components and communications between components will be clarified. At this step, the following
data will be collected and formalised (non-exhaustive list):

e Essentials assets in a connected vehicle system

e Functional description of components and relations between components
e Security issues that need to be addressed by the study

e Assumptions made if appropriate

e Existing security rules (law and regulation, existing rules in other studies)
e Constraints (internal or external) from SAFERtec itself

Organization
data

~—

At the end of this step, a clear vision of the components and the links between them will be
Information
System data

PL LT

Target
System Data )
—_
Figure 2: Circumstantial study
R This project has received funding from the European Union’s Horizon 2020 Page 13 0f 105
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2.1.2 Step 2: Expression of security needs

This step will contribute to risk estimation and definition of risk criteria. The expression of security
needs will be performed based on scale of needs. Security criteria and hypotheticimpacts will be
stated.

Security needs will be associated with each essential component by taking into account the security
criteria.

A security needs report will be the output of this step.

2.1.3 Step 3: Threat study and modelling

At this stage, the threats affecting the connected vehicle systems will be studied. The threats are
specific to the connected vehicles. There will be no dependencies between these threats and the
security needs collected in the previous step.

The following activities will be performed:

e Listthe relevant attack methods (In collaboration with project partners - experts)

e Characterise the attack methods according to the security criteria they may be affected
e Characterise the threat agents for each attack method retained according to their type
e Addavalue representing the attack methods with justifications

e Identify the vulnerabilities of the entities according to attack methods

e Estimate the vulnerability level

e Formulate the threats

e Assign priority in the threats according to the probability of their occurrence

* X This project has received funding from the European Union’s Horizon 2020 Page 14 of 105
research andinnovation programme under grant agreement no 732319
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Figure 3: Threat study

The list of the pertinent threats and the type of attacks will be the main outputs of this step.

On the basis of the identified security threats and attack types, Secure Tropos and PriS will be used
to go deeper and formalise attack in the corresponding diagrams.

2.1.4 Step 4: Identification of security objectives
The purpose of this step is to evaluate the risks affecting the connected vehicle environment.

The security objective is highlighted by comparing the threats with security needs. The security
objectives will contain the security requirements fulfilled in the development of secure connected
vehicle system (or component).

R This project has received funding from the European Union’s Horizon 2020 Page 15 0f 105
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Figure 4: Identification of security objectives

The following actions will be considered when identifying security objectives:

e Determining the risks by comparing threats with security needs
e Formulate the risks explicitly

e Prioritise the risks according to the impact on the essential components and the threat

probability
e Highlight the non-retained risks (residual risks), with justifications
e List the security objectives

e Justify the completeness of coverage, checking risks, assumptions and security rules are

compatible with the constraints affecting the organisation and target system.
e Determine accurate strength level of each security objective

2.1.5 Step 5: Determination of security requirements

This step will bring an answer to the question how the security objectives will be achieved.

R This project has received funding from the European Union’s Horizon 2020 Page 16 0f 105
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Figure 5: Determination of security requirements

e List the security functional requirements
e Justify the adequacy of coverage of the security objectives
e Highlight any coverage flaws (residual risks) with justifications.
e Classify the Security functional requirements into two categories:
o Security functional requirements concerning the vehicle
o Security functional requirements concerning the vehicle environments

e Where appropriate, justify the coverage of dependencies of security functional
requirements
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2.2 Secure Tropos Methodology

Secure Tropos [1] isa security requirements engineering methodology that supports elicitation and
analysis of security requirements. It is based on the principle that security should be analysed and
considered from the early stages of the software system development process, and not added as an
afterthought. To support that approach, the methodology provides a modelling language, a security -
aware process, and a set of automated processes to support the analysis and consideration of
security fromthe early stages of the development process. The Secure Tropos language consists of a
set of concepts from the requirements engineering domain, and in particular Goal-Oriented
Requirements Engineering [2, 3], such as actor, goal, plan, and dependency, which are enriched with
concepts from security engineering, such as security constraint, secure plan, and attacks.

The use of Attack Tree Analysis (ATA), as envisaged in task 2.2 of the DoA, has been abandoned since
Secure Tropos coversitina much more complete and precise way. Attack tree is another modelling
language which presents different possible attacks to an information system but they are incapable
of representing some important aspects of information systems. In fact, the attack trees simply
mention the different approaches to achieve a malicious goal without pointing to the assets,
vulnerabilities, and security requirements and thus they do not provide enough information for the

software engineers to avoid the probable risks, something that can be achieved through Se cure
Tropos.

The Secure Tropos methodologyclosely follows the software development life-cycle, i.e. capturing of
early requirements, late requirements, architectural design, detailed design, and finally,
implementation. Thus, itallows the developerto create and refine models, starting from the system-
as-it-is, in order to finally develop the system-to-be, during the analysis and design stage [4].

2.2.1 ConceptsDescription

Secure Tropos combines concepts from requirements engineering for representing general concepts
and security engineering for representing security-oriented concepts [5].

A (hard) Goal represents a condition in the world that an actor would like to achieve [6]. In other
words, goals representactors’ strategicinterests. In Tropos, the conce pt of a hard-goal (simply goal
hereafter) is differentiated from the concept of soft-goal.

A Soft-Goal is used to capture non-functional requirements of the system, and unlikea (hard) goal, it
does not have clear criteria for deciding whether it is satisfied or not and therefore it is subject to
interpretation [6]. For instance, an example of a soft-goal is “the system should be scalable”.
Accordingto Chungetal. [7], the difference between a goal and a soft-goal is underlined by saying
that goals are satisfied whereas soft-goals are satisfied under specific circumstances.

An Actor represents an entity that has intentionality and strategic goals within the multi-agent
system or within its organisational setting. An actor can be human, a system, or an organisation.

* X This project has received funding from the European Union’s Horizon 2020 Page 18 0of 105
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A Plan represents, atan abstract level, away of doing something [8]. The fulfilment of a task can be
a mean for satisfying a goal, or for contributing towards the satisfying of a soft-goal. In Tropos
different (alternative) tasks, that actors might employ to achieve their goals, are modelled.
Therefore, developers can reason about the different ways that actors can achieve their goals and
choose the best one.

A Resource presents a physical orinformational entity that one of the actors requires [8]. The main

concernwhen dealing with resourcesis whetherthe resource is availableand who is responsible for
its delivery.

A Dependency between two actors represents that one actor depends on the other to attain some
goal, execute atask, or deliver aresource [6]. The depending actor is called the depender and the
actor who is depended upon is called the dependee. The type of the dependency describes the
nature of an agreement (called dependum) between dependee and depender. Goal dependencies
represent delegation of responsibility for fulfilling a goal. Soft-goal dependencies are similar to goal
dependencies, but their fulfilment cannot be defined precisely whereas task dependencies are used
in situations where the dependee is required to perform a given activity. Resource dependencies
require the dependee to providearesource to the depender. By depending on the dependeefor the
dependum, the dependerisable toachieve goalsthatitis otherwise unableto achieve ontheirown,
or not as easily ornot as well [6]. On the otherhand, the dependerbecomesvulnerable, since if the
dependeefailstodeliverthe dependum, the dependeris affected in theiraimto achieve their goals.

A Secure Dependency introduces one or more Security Constraint(s) that must be fulfilled for the
dependency tobe valid [9]. In the Secure Tropos methodology we distinguish among three types of
secure dependencies: dependee secure dependency, depender secure dependency, and double
secure dependency. In terms of the modelling language, different Secure Dependency types are
defined using depender and dependee attributes of Security Constraints.

A Security Constraint is the main concept introduced by Secure Tropos. Security Constraints are
used, in the Secure Tropos methodology, to represent security requirements [29]. A Security
Constraintis a specialisation of the concept of constraint. In the context of software engineering, a
constraintis usually defined as arestriction that can influence the analysis and design of a software
system underdevelopment by restricting some alternative design solutions, by conflicting with some
of the requirements of the system, or by refining some of the systems objectives. In other words,
constraints can represent a set of restrictions that do not permit specific actions to be taken or
preventcertain objectives from beingachieved. Constraints are often integrated in the specification
of existing textual descriptions. However, this approach can often lead to misunderstandings and an
uncleardefinition of aconstraintandits role in the development process. Consequently, this results
inerrors inthe very early development stages that propagate to the later stages of the development
process causing many problems when discovered; if they are discovered. Therefore, in the Secure
Tropos modelling language we handle security constraints, as a separate concept. To this end, the
concept of security constraint has been defined within the context of Secure Tropos as: A security
condition imposed to an actor that restricts achievement of an actor’s goals, execution of plans or
availability of resources. Security constraints are outside the control of an actor. This means that,
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differently than goals, security constraints are not conditions thatan actor wishes tointroduce but it
is forced to introduce.

A Vulnerability is defined as a weakness, in terms of security and privacy, that exists in from a
resource, an actor and/ora goal [9]. Vulnerabilities are exploited by threats, as an attack or incident
within a specific context.

A Threat represents circumstances that have the potentialto cause loss; ora problem that can put in
danger the security features of the system [9].

Threats can be operationalised by different attack methods, each exploiting a number of system
vulnerabilities.

An Attack Method in Secure Tropos is an action aiming to cause a potential violation of security in
the system [10].

Security Mechanisms represent standard security methods for helping towards the satisfaction of
the security objectives [10]. Some of these methods are able to prevent security attacks, whereas
others are able only to detect security breaches. It must be noted that furthered analysis of some
security mechanismsis required to allow developers to identify possible security sub-mechanisms. A
security sub-mechanism represents a specific way of achieving a security mechanism. For instance,
authentication denotes a security mechanism for the fulfilment of a protection objective such as
authorisation. However, authentication can be achieved by sub-mechanisms such as passwords,
digital signatures and biometrics.

2.2.2 Secure Tropos Model Views

The Secure Tropos produces models that contain security and privacy requirements analysis, but
with the support of the corresponding tool, namely SecTro [11], the information is grouped
accordingto three perspectives (views), i) the Organisational view, ii) the Requirements view and iii)
the Attacks view. Each view provides specific focus of the system under analysis.

Organisational view: This view represents the organisational architecture allowing a developer to
understand the requirements of the organisation and any interactions between the organisation and
external actors or systems. In addition, it displays the organisations’ boundaries, where
organisational actors reside; any external actors are modelled outside of this boundary.
Organisational view represents the system-as-it-is.

Requirements view: This view provides adetailed representation of the organisational view. There,
system actors and theirgoals are designedincluding the security and privacy analysis concepts. The
modelling activity focuses on the responsibilities of the system and other actors, as well as the
interaction of actors with the system itself. Requirements view represents the system-to-be.

Attacks View: This view allows the evaluation of the system security and privacy against various
attacks. The attack modelling takes place by analysing and checking whether security and privacy
threats, which have already been introduced in the Requirements View, are mitigated by the
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security mechanisms and privacy enhancing technologies, respectively, available within the system.
If the developer identifies any inability of the system to mitigate these threats, they follow an
iterative process, going back to the Requirements View, and adjust the design accordingly.
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Figure 6: Organisational View

Figure 7: Requirements View

Attacks View: This view allows the evaluation of the system security and privacy against various
attacks. The attack modelling takes place by analysing and checking whether security and privacy
threats, which have already been introduced in the Requirements View, are mitigated by the
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security mechanisms and privacy enhancing technologies, respectively, available within the system.
If the developer identifies any inability of the system to mitigate these threats, they follow an
iterative process, going back to the Requirements View, and adjust the design accordingly.

€7 Eavesdropping

Figure 8: Attacks View

2.2.3 Secure Tropos Process

Usingthe different modelling views supported by the SecTro tool, security-related features of the
system can be analysed from a variety of perspectives. The process is not strictly sequential, as the
developer can return to a preview view to enhance or alter their model.

Step 1: Organisational modelling

During the first step, the designer, alongside the stakeholders of the system, identifies:
e The Actors of the system
e The Goals (hard and soft) that these actors have
o The Plans and the Resources that are required for the realisation of the Goals

e The Dependencies that one Actor might have on another Actor, for the
achievement/realisation of a Goal, a Plan or a Resource

e The security and privacy requirements of the system, which are presented in the form of
Security and Privacy Constraints

Step 2: Security Requirements Modelling

It provides amore detailed representation of the security aspects of the system. More specifically,
this step contains:

* X This project has received funding from the European Union’s Horizon 2020 Page 22 0f 105
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e Description of the relationship between attacks expected and mitigation mechanisms for
any identified threat.

e Introduction of a number of resources, which represent various assets that are either
created from or required for the achievement of each of the modelled goals.

e Introduction of plansthatindicate activities required forthe achievement of certain system
goals.

e Modelling of threats of the systems that impact different goals and resources

e Introduction of security and privacy mechanisms that protect the system against each of the
identified vulnerabilities

Step 3: Security Attacks Modelling:

This step allows the refinement of threats, by modelling attackers and ways to mitigate attacks on
vulnerabilities. Here, the designer demonstrates how each threat can impact the system.

e Identification of the attack methods that a threat can utilise
e Identification of the vulnerabilities that the above attack methods can exploit

e Identification of the system resources and goals that the above vulnerabilities can affect.

2.3 PriS Methodology

PriS is a privacy requirements engineering methodology, which provides a set of concepts for
modelling privacy requirements in the organisation domain and a systematic way-of-working for
translating these requirements into system models.

PriS, initiallyintroduced in [12,13,14], is a privacy requirements engineering method developed for
assisting designers on eliciting, modeling, designing privacy requirements of the system to be and
also providing guidance to the developers on selecting the appropriate implementation techniques
that best fit the organisation’s privacy requirements. PriS is a privacy requirements engineering
methodology, which provides a set of concepts for modelling privacy requirements in the
organisation domain and a systematic way-of-working for translating these requirements into
system models. PriSidentifies privacy as a multifaceted concept and definesitinthe context of eight
technical privacy requirements (such asanonymity and unlinkability) and adopts the use of process
patternsas a way to: (a) describe the effect of privacy requirements on business processes; and (b)
facilitate the identification of the system architecture that best supports the privacy-related business
processes.

PriSwas designed forsupporting the realisation of privacy-aware information systems on traditional
environments and not for the cloud. Cloud environments introduced a number of new privacy
related concepts thatalong with the ones already stated form a new set of concepts that need to be
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considered when designing privacy-aware services over the cloud. Thus, extended versions of PriS
were introduced [15, 16] for assisting designers to reason about privacy concerns in cloud
environments as well.

2.3.1 PriS Conceptual Model

The conceptual model used in PriS is based on the Enterprise Knowledge Development (EKD)
framework [17, 18], which is a systematic approach to developing and documenting enterprise
knowledge, helping enterprises to consciously develop schemes forimplementing changes (e.g., the
introduction of a new software system); an enterprise is defined as the organisation about which the
proposed software system is to provide some service.

Modelling of organisational knowledge in EKD is achieved through the modelling of:

(a) organisational goals, that expresses the intentional objectives that control and govern its
operation,

(b) the ‘physical’ processes, that collaboratively operationalise organisational goals and

(c) the software systems, that supportthe above processes. EKD adopts a goal-oriented approach to
software engineering.

The EKD genericschemais shown in the following figure. The processes represent WHAT needs to
be done, goals justify WHY the associated processes exist, while systems describe HOW processes
can be implemented in terms of appropriate system architectures. In this way, a connection
between system purpose and system structure is established.

Goals Why

N
// \
/ \, realised_by
\

/ \
(——————-
Processes '~ What :
— / ee---
2R
/ \
/,’ \, Implemented_by
// \
Systems How
Figure 9. The EKD Schema
The conceptual model of PriSis presentedinthe following figure.
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Figure 10. PriS Conceptual Model

The conceptual model usesthe concept of goal as the central and mostimportant concept as shown
infigure 10. Goals are desired state of affairs that need to be attained. Goals concern stakeholders,
i.e.anyone thathas as interestinthe system design and usage. Also, goals are generated because of
issues. An issue is a statement of a strength, weakness, opportunity or threat that leads to the
formation of the goal. Cloud Service Providers (CSPs) constraint the functionality of the developed
system or service due to the technologies they use, the policies they follow, the contractual
requirements with third parties, etc. Thus, the CSP may provide requirements that designers need to
take underconsideration during the realisation of the system. Protection of users’ privacy is stated
in many European and national legislations through the form of laws, policies, directives, best
practices etc. All these sources need to be taken under consideration during the identification of
functional and non-functional requirements for traditional and cloud-based systems. Thus, goal
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identification needs to take under consideration all these elements before further analysis is
conducted.

As shown in figure 10 there are two types of goals namely organisational goals and privacy goals.
Organisational goals express the main organisation objectives that need to be satisfied by the system
into consideration. Organisational goals will lead to the realisation of system’s functional
requirements. In parallel, privacy goals are introduced because of specific cloud based privacy
related concepts namely anonymity, pseudonymity, unlinkability, undetectability and data
protection. Unobservability is realised if the system sufficiently realises undetectability among the
respective assets and anonymity of the useraccessing them. Thusitis not accomplished directly but
indirectly through the realisation of the respective two concepts. Finally, the concepts of isolation,
provenanceability, traceability, interveanability and accountability are related to data protection of
user’s or systems data over the cloud as it was explained previously. Thus, all these concepts are
grouped underthe data protection class. Privacy goals may have an impact on organisational goals.
In general, a privacy goal may cause the improvement/ adaptation of organisational goals or the
introduction of new ones. In this way, privacy issues are incorporated into the system’s design.

Goals are realised by processes. However, goals cannot be mapped directly onto processes. The
transition process from goals to processes includes the causal transformation of general goals into
one or more subgoals that form the means for achieving desired ends. During this process, in every
step new goalsare introduced and linked to the original one through causal relations thus forming a
hierarchy of goals. Every subgoal may contribute to the achievement to more than one goals, thus
the resulting structure is a graph rather than a hierarchy. As it can be seen from the figure the
satisfaction relationships between original goals and their subgoals, in the goal graph, are of the
AND/OR type.

Besides the satisfaction type relationship between a goal and its successor goals another
relationship type exists. The influencing relation type, which is based on two subtypes namely goal
supportrelationship and goal conflict relationship. A support relationship between two goals means
that the achievement of one goal assists the achievement of the other; however, the opposite is not
necessarily true. Finally, the conflict relationship between two goalsimplies that the achievement of
one goal hinders the achievement of the second one.

As itwas mention beforegoals are realised by processes. PriS uses a set of privacy process patterns
as a more robust way of bringingthe gap between the design and the implementation phase. Privacy
process patterns are usually generalised process models, which include activities and flows
connecting them, presenting how a business should be run in a specific domain. Privacy process
patterns are applied on privacy related processes in order to specify the way that the respective
privacyissues will be realised through aspecificnumber of steps. This assists also the developer who
can understand in a better and specific way, how to implement the aforementioned privacy
concepts. Privacy process patterns are also used for identifying a number of Privacy Enhancing
Technologies (PETs) already available for implementing the system’s privacy requirements. In this
way the developer can choose the most appropriate technology based on the privacy process
patterns applied on every privacy-related process.
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2.3.2 PriS Way of Working

Step 1: Elicit Privacy Related Goals

The first step concerns the elicitation of the privacy goals that are relevant to the specific
organisation. This task usually involves a number of stakeholders and decision makers (managers,
policy makers, system developers, system users, etc.). Therefore, elicitation of privacy goals is
performed through the following activities: perform stakeholder analysis and organise stakeholder
workshop;identify privacy issues; and agree on a structures set of privacy goals. Identifying privacy
issues is guided by the basic privacy concerns in collaboration with any risk analysis or threat
elicitation technique. The aim is to interpret the general privacy requirements with respect to the
specific application context into consideration.

Step 2: Analyse the impact of privacy goals on business processes

The second step is to analyse the impact of these privacy goals on processes and related support
systems. Answering this questioninvolves the following tasks: identify the influence of privacy goals
on organisational goals and analyse the impact on processes.

A summary of this process is shown in figure 11. For each privacy goal, PriS identifies the impact it
may have on other organisational goals. Thisimpact may lead to the introduction of new goals or to
the improvement / adaptation of existing goals. Introduction of new goals may lead to the
introduction of new processes whileimprovement / adaptation of goals may lead to the adaptation
of associated processes accordingly. Repeating this processfor every privacy goal and its associated
organisational goals leads to the identification of alternative ways for resolving privacy
requirements. The result of this process modelled in the spirit of and extended AND/OR goal graph.

Step 3: Model affected processes using privacy process patterns

Having identified the privacy-related processes these are modelled based on respective privacy

patterns. Also, through the pattern analysis, PriS is able to suggest the proper implementation
technique(s) that best support/implement these processes.

For every privacy-related concept introduced in the conceptual model of PriS a respective process
pattern does exist. Patternsare expressed in the form of a generalised activity diagram as the one
presented in figure 12.

Step 4: Identify the technique(s) that best support/implement the above processes

The last step is to define the system architecture that best supports the privacy-related process
identified in the previous step. It should be mentioned that alternative system implementation
architectures may be used depending on the privacy requirement that one wishes to achieve.
Therefore, instead of prescribing a single solution PriS identifies and suggests a number of
implementation techniques and architectures that best support the realisation of each privacy-
related processinthe system’s development phase. The developer is then responsible for choosing
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which architecture is best forthe developing system based on organisation’s priorities such as, cost,

systems efficiency etc.

For euch Piivacy geals under conideraien
Frwacy godl tvacy Goal 1
\ Cirgambsatianal
o Gaas
Foraack
q:qjmuqrulq:-dg; i
and s merEd s e
[T o1 ) &3
\ 1 I bt @i I N
Adugls
"
Al 1 r]
mgron 0 ([ coason || mmrmmon
|
G g protEEa Pl
Erpeevagonan foe mpeoving 01
Swggeshed implermimi ation
e o 8 process P2
Wi process P o Imposng G
Irplemeniaton Implemenl aion
Techaiqes 1 Technique 2

Figure 11. Analyse the impact of privacy requirements on business processes
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3. SAFERtec Attack Modelling Methodology

A genericapproach combining the three methodologies (EBIOS-Secure Tropos-PriS) is presented
below. We want a methodology that helps to get from the system description and threats
knowledge adetailed, clearly justified and well-structured set of security requirements covering
the threats. EBIOS is a very good tool to start the study and to help the methodology user by
guidinghiminthe first stepsthe systemand its security objectives definition, to then use those
results as input for the second step of the methodology helping to derive “formally” the
adequate security requirements for the different element of the system. Also, PriS provides an
extrafocus on privacy whichisa veryimportanttopicin the field of ITS security, since we do not
wantvehiclesto be trackable by anyone inthe world. Thisis why, during the proposed process, a
number of steps, deliberately include all three methodologies.

In orderto provide a more efficient design of the unified methodology an alignment of the EBIOS
concepts with the concepts of Secure Tropos and PriS was important in order to identify any
conceptual conflicts or any similarities in the terms used. The alignment of the concepts is
presented in table 1. Since Secure Tropos and PriS have their origins from the Software
Engineering world there was no need to align their concepts as well. The necessary alignment
was between EBIOS and the two other methods.

Table 2: EBIOS Concepts and Alignment with Secure Tropos and PriS

Concept Meaning Example Concept Alignment with
Secure Tropos and PriS
Entities Main organization Hardware, Software, Resources (Assets)
elements Network, etc.
Actors
Essential Functionsand A computational
Elements information providing | parameterisan essential
addedvalue tothe elementthatislinked
entities. Theyare withthe computerA and
linked tothe Entities Software Process B
Sensitivity Security criteriathat Integrity, Availability, Security Constraint
constraintan Confidentiality . ]
. Privacy Constraint
essential element.
Avoiding the
coverage of a security
criterionthere will be
an impacton the
organization through
the linked entity.
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Concept Meaning Example Concept Alignment with
Secure Tropos and PriS
Threat Agents Natural, human, Earthquake, loss of Threat
environmental password
threats, either
accidental or
deliberate
Attack Methods | The knowledge Availability and denial of | Attack method
derived by the service attack
combination of the
sensitivity of the
organization and the
respective threat
agents
Vulnerability Each entity hasa A denial of service attack | Vulnerability
number of (attack method)
vulnerabilities that exploited by amalicious
can be exploited by actor (threatagent) on
threatagentsusing the webserver(entity)
attack methods dueto lack of
cryptographic protocol
usage (vulnerability)
Security The way that Protectthe integrity of Security Objectives
Objectives vulnerabilities are users’ datainorderto . L
. . Privacy Objectives
reduced thus avoid unauthorized
reducingthe potential | alterationsfrom
riskon the entities malicious parties.
Security The transformation of Security Process patterns

Requirements

security objectives
intosecurity
functionalities that
are translatedinto
functional
requirements

and plans

Privacy Process patterns
and plans

Assurance
Requirements

Specificrequirements
that will guarantee
therequiredlevel of

Security Measure

Privacy Measure
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Concept Meaning Example Concept Alignment with

Secure Tropos and PriS

confidence forthe
realization of the
security requirements
expressed as
functional
requirements

(Security mechanisms)

3.1 Stage 1: identification of Assets

e Stage Description

Duringthis step EBIOS will be introducedin orderto proceed with the identification of the respective
entities that correspond to the main players of the system to be. In parallel with the significant
entities the essential elements will be identified. Essential elements play a key role in the threat and
attack modelling process since they represent functions and information providing added value to
the entities. Entities and the respective essential elements will provide the first mapping of the

system to be.

e Steps

Step 1.1 Identification of the respective Entities

Step 1.2 Identification of the respective Essential Elements

e Input:

Interview results with the stakeholders, Policy Statements, Project generic requirements

e Output:

List of Entities, List of Essential Elements

e Methods Involved: EBIOS

3.2 Stage 2: Organisational Domain Mapping

e Stage Description

Duringthe second stage, it is essential to map the organisational context following the results of
stage 1. Thus, the aim of this step is to understand the current organisational structure and
based on the identification of the entities and the essential elements from stage 1 to identify
entities like actors, organisational goals, plans, resources, services and infrastructure. This leads
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to an efficient organisational analysis (in our case an efficient mapping of every use case) which
isa mandatory prerequisite for the threat and attack modelling activities in the following steps.

e Steps

Step 2.1 Identify the list of Actors

Step 2.2 Identify Existing Organizational Goals

Step 2.3 Create the initial Organizational View Diagram

e Input:
List of Entities and Essential Elements

e Output:

Actors, Organisational Goals, Plans, Resources, Infrastructure Components, Organisational View
Diagram

e Methods Involved: Secure Tropos, PriS

3.3 Stage 3: Security and Privacy Constraints Elicitation
e Stage Description

Once the organisational needs have been identified, the next stage involves the identification of
security and privacy constraints related to the organisational needs. Security and privacy needs
are identified based on the security and privacy concerns that the organisation has. Thusiitis
important to identify, initially, the security concerns of the organisation and understand their
linkage with the identified organizational goals. Identification of sensitivities will provide the first
set of candidate security and privacy concerns per use case. Then, through Secure Tropos and
PriS, the refinement of the sensitivities will occur considering the rest of the identified entities
from the previous steps and the list of security and privacy constraints will be provided as
output. These constraints will be the set of concerns that should be fulfilled along with every
identified functional requirement.

It should be also mentioned that the input source foridentifying the system’s sensitivities and
constraint lists can also be the organisation’s policy. Relevant laws and regulations can also be
consideredtoidentify the set of security and privacy goals. Itisimportant to note that the aim is
not to “blindly’”’ use any security and privacy constraint that the literature has captured but to
identify those that are relevant to the organisational parts that are considered for deployment
per project’s use case.
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e Steps

Step 3.1 Identify the sensitivities

Step 3.2 Enhance the Security Constraints List

Step 3.3 Define the Privacy Constraint List

e Input:

Security Policy, Organisational Goals, Organisational View Diagram, Constraint Lists
e OQutput:

List of Sensitivities, List of Security Constraints, List of Privacy Constraints, Relationships between
organisational goals and constraints

e Methods Involved: EBIOS, Secure Tropos, PriS
3.4 Stage 4: Threat and Attack Modelling
e Stage Description

Duringthis stage, the threat analysis will be performed following the EBIOS process along with
the methodology of the ETSI standard as it was described in section 3. During this stage, the
identification of every threat per organisational goal will be conducted. Threat elicitation is of
vital importance for capturing the external and internal sources that can cause harm to the
assets of the system butalso forvalidating that the identified security and privacy constraint lists
are complete. Attack models willalso be constructed for every identified threat per security and
privacy constraint for every functional goal (organisational goal). Upon the completion of the
specific step the Threat and Attack Models will be constructed representing all necessary
knowledge in order to be combined with the vulnerability analysis and security and privacy
requirements elicitation in the following step.

e Steps
Step 4.1 Identify Threat Agents and Attack Methods

Step 4.2 Create the Attack model Diagram

e Input:

List of Sensitivities, List of Security Constraints, List of Privacy Constraints, Relationships
between organisational goals and constraints

e OQutput:

Attack Model Diagram, Threat Agent List, Attack Methods
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e Methods Involved: EBIOS, Secure Tropos, PriS

3.5 Stage 5: Security and Privacy Requirements Elicitation
e Stage Description

The identification of the respective threat agents and the attack methods that can be deployed
to the proposed system leads to the identification of the vulnerabilities that will be defined in
the specificstage. Security and Privacy vulnerabilities detection will lead to the identification of
the security and privacy objectives, which are the way that vulnerabilities are reduced thus
reducing the potential risk on the identified entities. The next step of the specific stage is the
definition of the security and privacy requirements that basically describe in a specific way the
realisation of the identified objectives. This step is critical since the security and privacy
requirements list will have to satisfy the identified objectives in accordance with the security and
privacy constraint list and the attack models described above. Finally, in the cases were
measurable indexes can be established for examining the efficient implementation of the
security or privacy requirements along with other parameters (e.g. safety) step 5.4 will
contribute to this direction where the identification of the proper metrics for every security and
privacy requirements will be conducted.

e Steps

Step 5.1 Define Security and Privacy Vulnerabilities
Step 5.2 Define Security and Privacy Objectives
Step 5.3 Define Security and Privacy Requirements

Step 5.4 Define Security and Privacy Metrics

e Input:
Threat Model Diagram, Attack Model Diagram, Threat Agent List, Attack Methods

e OQOutput:
Security and Privacy Vulnerability and Objectives List, Security and Privacy Requirements List
and the respective metrics when applicable.

e Methods Involved: EBIOS, Secure Tropos, PriS

3.6 Stage 6: Security and Privacy Requirements Analysis
e Stage Description

The final stage of the unified process is the security and privacy requirements analysis. The
specificstage is of vital importance since all the information collected from the previous stages
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will be modelled under a unified model in order to proceed in the identification of possible
conflictsamong security and privacy, obstacle recognition and avoidance, threat mitigation and
vulnerability satisfaction, etc. Also, the identification of possible implementation scenarios for
every security and privacy requirement will be realised in order for the stakeholders and the
developers to select the most appropriate solution per use case.

e Steps
Step 6.1 Analyse Security and Privacy Requirements
Step 6.2 Identify possible Implementation Techniques

e Input:
Security and Privacy Vulnerability and Objectives List, Security and Privacy Requirem ents List
and the respective metrics

e Qutput:
Enhanced Models, Implementation Scenarios, Conflict Reports

e MethodsInvolved:Secure Tropos, PriS
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4. Threat Elicitation based on ETSI Standard

In this section we present the application of ETSI standard as an initial mean of eliciting threats and
essential functional assets for the SAFERtec project. The current threat elicitation has been

conductedin all major SAFERtec use cases in order for the research team to be able to identify the
following specific concepts per use case:

e Threats

e Attacks

e Targets of Evaluation

e System Assets (Functional and Data) for the main ITS components
e Security Objectives

e Privacy Objectives

e Reliability Objectives

The aforementioned concepts are derived from ETSI terminology. In any case ETSI cannot support
the detailed elicitation process described in section 3. However, it is a valuable source of input for
specific types of data for every use case and a valuable method for feeding the initial steps of the
attack modelling method.

In the following sections a description of the ETSI standard and the elicitation of the respective
concepts for the SAFERtec project use cases are described.

4.1 The ETSI Standard

In [19], the European Telecommunications Standards Institute published a technical report that
summarizes the results of a Threat, Vulnerability and Risk Analysis (TVRA) study for vehicle -to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) for Intelligent Transportation Systems (ITS) in
5.9GHz, i.e. using the ITS-G5 radio standard.

The specific document can be used as a guide and reference for the respective works and studies
conducted within SAFERtec. However, it must be noted that the modelling work i n SAFERtec has
more generic features, since it considers a wide range of software and hardware components,
functional units, networking and radio access protocols and data sources for end-to-end application
scenarios. More specifically,

e The ETSI TVRA considers only vehicle to roadside unit (R-ITS-S) communication for V2l
scenarios.

e TheETSI TVRA focusesonthe on-board-unit (OBU) andits links forV2V and V2I. Entities like
the Central ITS Station (C-ITS-S) or the Traffic Management Centre (TMC) are out of scope.
However, in SAFERtec a holistic evaluation of the ITS framework is performed. This means
that the level of complexity is increased significantly.

e The ETSI TVRA focus on security, while SAFERtec also deals with reliability and privacy
concerns.

e SAFERtecincludes cloud-enabled ITS services.
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e SAFERtecsupports multipleairinterfaces, i.e. ITS messages may be exchanged either using
ITS-G5 or conventional, legacy cellular networks (e.g. LTE).

e SAFERtecfocusesonthe V2l paradigm. Nevertheless, itis noted that the analysis results can
be applied also in V2V systems.

Despite the differences, the ETSITVRA can be used as a guide for the development of the SAFERtec
models. In this section, an attempt to use the modelling and analysis principles provided in [19] is
made. In orderto properly modify the ETSI methodology to fit the SAFERtec objectives, extensions
are proposedthatare able to include the requirement setin terms of security, reliability and privacy
for the end-to-end ITS architecture.

4.2 Determining the ITS application class and features

The specification of objectives, requirements and assets in terms of reliability, security and privacy
depends on the type of ITS application under evaluation. The ITS reliability/security/safety
architecture should coverthe ITS Station (ITS-S) assets and software/hardware components, as well
as the means of communication among ITS entities for a given application. The importance and
criticality of each specified requirement depends on the application class. Thus, as a first step, the
definition of an application class profile is necessary. In SAFERtec, several use cases are defined in

[22]. As an example, we focus on the first three use cases. Each use case can be classified in an
application class defined in [21]:

1. USE CASE 1: Traffic light optimal speed advisory — Application Class: Cooperative traffic
efficiency —Application: Cooperative speed management.

2. USE CASE 2: Roadwork Warning / Traffic Condition Warning —Application Class: Active Road
Safety — Application: Driving Assistance, Road hazard warning.

3. USE CASE3: Emergency vehiclewarning: - Application class: Activeroad safety —Application:
Driving assistance Cooperative Awareness.

For each use case,a communication profile is specified. Each communication profile is vulnerable to
different threats and attacks. More specifically:

USE CASE 1:
e Broadcast messages in ITS level.
e |2V link only, i.e. there is no need to investigate the vehicle as an information source.

e No session is established during communication (i.e. no acknowledgment in packet
reception, or handshake is necessary in radio level)

e |TS messages are broadcasted with medium frequency

e Multi-hops (relays) are allowed.

* X This project has received funding from the European Union’s Horizon 2020 Page 39 of 105
research andinnovation programme under grant agreement no 732319

* %
* %

* o *



=
BN

@B(}R)
SAFER

D2.2 - Attack Modeling

USE CASE 2:
e Broadcast messagesin ITS level.
e Low frequency of messages.
e 12V for roadworks —Bidirectional broadcast communication for traffic conditions.
e Multi-hops are allowed
e Nosession established.
USE CASE 3:
e Broadcast messages
e High frequency of messages (during the emergency vehicle crossing).
e Nosession established.
e Single-hop, norelaying is allowed.
e All possible V2X directions may be considered.

The short profiles defined using the definitions in [19] and [21] cover the V2X communication
counterpart, however, the backend of the use cases that includes communication of other rele vant
entities (e.g R-ITS-S, C-ITS-S, TMC links) is not defined.

4.3 Targets of Evaluation

In [19], each large scale, high level asset of the system is defined as a Target of Evaluation (ToE).
Each ToE contains multiple functional and data assets. The identification of the potential ToEs is
resulted by the architectural description of the use cases in [22] and [23]. It is clear that since
SAFERtec should offer an end-to-end assessment approach, the number of ToEs increases.

Based on [19], the ToEs are analysed using the following assumptions:

- ToEs may be defined as two distinct functional units although, in practice, they may be
manufactured as a single physical device comprising both functionalities.

- All communication and actions within the ToE are performed within the boundaries of a
trust domain and are, therefore, secure.

- AIlITS stations have connectivity to a proper respective network.

- The ITS services are amongst the defined basic set of possible applications.
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Restricted datais only transmitted to authorized parties. Consequently, a station needs to
have the ability to validate the identity and authority of the recipient before sending
restricted data.

The vehicles always know on which logical channels safety messages are sent and received
at a given point in time (i.e. the vehicles have a validated network, medium access and
facility layer).

An ITS station has the ability to determine trustworthiness of received information (i.e.
correctness of information).

Moreover, the following assumptions are considered for the ToE environment:

Communication overinterfaces on different ToEs are considered secure, when evaluating a
specificinterface.

There is no 5.9GHz communication between roadside units or the cloud and the ITSs.

Broadcast messages are not protected and assumed always to carry non-sensitive
information (and as a consequence they should never carry personal data).

Application and security parameter updates to an ITS-S may be made either using a direct,
fixed interface orindirectly using a wireless (e.g. ITS-G5) interface.

It is noted that unlike [19], communication between ITS-S and the end useris in the scope of the
SAFERtec framework.

As high-level assets of the use cases identified in [22], the following modules are identified:

* %

* X %

* o *
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The vehicle ITS-Sincluding all hardware, software and networking modules installed on the
vehicle, or any other device carried on it.

The R-ITS-S (also mentioned as RSU). For some application classes, The R-ITS-S acts as a
gateway between the C-ITS-S and the vehicles. Both R-ITS-S and vehicle ITS-S are also
considered in [1].

The Central ITS-S (C-ITS-S) is considered as a central component of the ITS application. The C-
ITS-Sis responsible forthe provision of accurate information to the vehicles and the R-ITS-Ss.
It also maintains a registry of connected vehicles for a given area of control. C-ITS-Sis also
connected with a higher managemententity, i.e. the TMC. Generally, it can be assumed that
the TMC is the main source of officially validated data. However, since the C-ITS-S has the
ability to communicate with all modules of the ITS chain, it also acts as a concentrator and
evaluator of heterogeneous data originated from various sources. Based on the provided
definition, the C-ITS-S is a typical example of a system that can be implemented using a
shared pool of configurable resources (e.g. networks, servers, databases, storage devices).
Moreover, itis based on a distributed system architecture (based on geonetworking criteria,
service and application sets or providers etc.). Therefore, in the SAFERtec context, the C-ITS-
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Sisa cloud computing system. The C-ITS-S services and applications may be hosted by either
a private or publiccloud. Inthe private cloud, the service provideralso hasthe management
and physical control of the resources that create the cloud. On the other hand, in a public
cloud all data and computing resources are maintained and managed by an external cloud
provider.

The C-ITS-S resources are interconnected using proprietary wired network infrastructure or using
secured virtual private networks and tunnels. Through the same network infrastructure or
instantiation of virtual networking, the C-ITS-S cloud communicates with the TMC. On the other end,
the virtual servers of C-ITS-S are available to authorized ITS-S (roadside units or vehicles) through IP-
based links established overthe internet (most possibly using VPNs). As the information flows from
the C-ITS-S virtual servers and data centers, radio access may be used (cellular 3G/4G connections)
to establish connectivity with vehicles and R-ITS-S without wired network infrastructure.

The C-ITS-S may contain multiple functional components depending on the applications and services
provided. The functional components mayinclude a) collection, processing and storage of real-time
traffic data from vehicles, b) dissemination of traffic/road conditions and incident information, c)
dissemination of location-specific, situation-relevant information at R-ITS-S including traffic light
management and control, d) distribution of customer-tailored traveler information (e.g. weather,
lodging, parking and many more), e) collection and evaluation of data from R-ITS-S situation
monitoring or data originating from sensors and measurement equipment positioned on the road
network.

e The TT Cloud entity is also an ITS cloud service/application provider. In SAFERtec, the
distinction between C-ITS-S and the TT cloud has been made in order to separate services
offered by different SAFERtec partners (SWARCO and TomTom respectively). However, both
ToEs can be modelled assuming similar functional and data assets. In practice, the
differences between the two modules can be summarized in the following points:

o The TT cloud operation depends on collecting data from the users. On the other
hand, the C-ITS-S uses the TMC as the main source of information.

o The TT cloud does not interact with the roadside units. It basically provides cloud-
based services directly to the vehicles.

o Dependingon the use case, the TT cloud may extract information from the C-ITS-S.

e The Traffic Management Centre is considered to be the control and management entity of
the authority that regulates the road network in a given area. Moreover, the TMC is
responsible for the dissemination of officially validated data, thus, the TMC is the main
source of information for the C-ITS-S. It contains various functional components, namely:

- It collects and monitors data from traffic sensors and surveillance equipment.
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- Itfusestrafficandtravellerinformation from other data centres. For example, the TMC
may use information originating from cloud service providers (e.g. the TT cloud or the C-
ITS-S)

- Itdisseminates traffic and road condition information (including incident information,
driver information etc.)

In many cases, the TMC is considered to be the main executive agent of the ITS application.
However, in SAFERtec use cases, the TMC actions are limited to data dissemination and update.
Executive actions (e.g. dynamic message signs, dynamic speed limits, traffic light patterns and
phases) are generally applied by the C-ITS-S services.

The TMC communicates with the C-ITS-S cloud services and applications through wired proprietary
infrastructure and/or virtual private networks over public network resources. TMC also maintain
connections with many information sources. However, the investigation of the specificinterfaces is
out of SAFERtec scope.

TMC can be implemented either as a conventional data center or as a cloud computing system. In
the analysis presented in this document, the TMC is considered a data center or data farm
constituted of proprietary bare metal servers properly interconnected through a local area network.

e The Traffic Light Controller (TLC) is an ITS entity that is responsible to control traffic light
phasesand patterns based on prioritization requests made by vehicular ITS-S. As an entity,
the TLC can be seen as a service hosted by the R-ITS-S. The TLC is involved in use case 2.1.3
since it collects priority requests and performs respective actions by accepting or rejecting
each incoming request. In several cases, the TLC is considered as a tool for collecting
requests and applying specificactions, whilerequest processing is performed and granted by
a respective service executed by the TMC. In all cases, it is not necessary to model the TLC
separately, as long as it is considered a subset of services that runs on the R-ITS-S and the
TMC.

Communication between the defined ToEs is performed through specificinterfaces and links. The
ToE links and interfaces specified for the SAFERtecuse casesis presentedin the following figure. The
specified links/interfaces are:

- The (A) V2V link (ITS-G5) between vehicular ITS-S’s participating in the network. Link (A) is
defined in [19].

- The(B) V2I/12V link (ITS-G5) between R-ITS-S’s and vehicles. Link (B) is also defined in [19].

- The(C;)and (C,) links for direct communication of cloud services with ITS-S through cellular
networks. It is noted that links (C;) and (C,) share the same network connection and
resources. However, they are defined as different links, since they may have different
requirements, security mechanisms and protection profiles.
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- The (J) link, i.e. a wired or wireless IP connection (probably VPN) between the C-ITS-S and
the R-ITS-S. Link (J) is also defined in [19].

- The(K)link betweenthe TMCand the cloud service provider. The link is established through
proprietary wired infrastructure or secure virtual networking.

- The (l) link between ITS clouds from different providers or application classes.

R-ITS-S 1 ITS-S A
(roadside) (vehicle)
ITS-S
(vehicle)
J
CITSS
K (Central ITS-S)
™C |
TT Cloud

Figure 14: ToEs and interfaces/links for the SAFERtec ITS application set

In some cases, the link between the ITS-S and an external device carried by a passenger may be
considered as part of the link/interface set of the ITS scheme However, based on the
aforementioned definition of ToEs, these devices are considered as internal functional assets of the
ITS-S system.

In SAFERtec, modelling and analysis should be performed for all identified ToEs and the
corresponding links and interfaces per ToE. It is noted that all defined links are bi-directional.
However, depending on the investigated application, some links may be one-way.
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4.4 System Assets (Functional and Data)

Each ITS functional entity contains anumber of functional and data elements, called assets. In [19], it
is proposed to define the functional and data assets for each ToE and determine all possible ways
the set of assets interact with each other and with external entities (through the specified in put-
output interfaces). In the following section, an attempt to model the high-level assets using the
same approach is performed.

In the following figure the vehicular ITS-S system assets are presented. The specific block diagram
extends the schematic presented in [19] in order to include all functionalities adopted in the
SAFERtec use cases. The system assets are separated in functional assets and data assets.

Driver Notifications el Gl
Interface Devices
( V-ITS-S CAN /in vehicle WiFi N
ethernet
[~
| N n
Vehicle - o o VRIS l [Vehicle System} Con;Tout::::lt |on}
ITS G5 Control
sameasvaiy MOPEM : = ~ ontro Control
~N
— — _I \ oM
> VAITS-S Sensor Data
—meeee N N Driving Data
B | N Application
| N -
ITS G5 V-ITS-S Communication .
802.11p | Protocol Ser(\:\c;]c(oor;t)rol
to R-ITS-S MODEM Control
|
—_—— —I V-IT$:S modem Communication 3
Protocol G Legacy CITSS
Control a Cellular
G
Sensor Monitor
Shared HW components
\ J
CAN
In-Vehicle
Sensors
Figure 15: Vehicle ITS-S assets
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4.4.1 ITS-S Functional Assets

1. Protocolcontrol: With protocol control, the network/radio access/transmission techniques

are considered. An appropriate message protocol for outgoing messages is selected and the
message propagates through the protocol stack, until transmission. The respective inverse
procedure is performed for incoming messages. The protocol control assets include the
following links:

- Interface (A) links between vehicles. V2V communication is enabled through the ITS-
G5 protocol.

- Interface (B) links between the ITS-S and the roadside unit. It includes all ad-hoc
V21/12B messages between the vehicle and roadside infrastructure.

- Interface (C) messages between the vehicle and the cloud services. The link is
enabled through 3G/4G/5G radio access. Messages propagate through the core
network of the network provider and through VPNs established over the internet,
the vehicle can access the cloud-based service set.

- Aninternal wireless network interface, the local in-vehicle WiFi network or possible
Bluetooth links, thatallow the interaction of the vehicle with devices carried by the
driver or passengers (e.g. tablets, smartphones, notebooks, etc.)

2. Service control: It includes all assets that manage inter-process communications between

assets without altering the content of communications. Service control is responsible for
handling and managing:

The hardware resources and the respective interfaces and networks that are shared into
the vehicle.

It manages all the services and defines all access rules that manage the interaction between
assets.

The list of applications installed and activated for transmission
The list of applications installed and activated for reception.
The list of applications installed but not activated.

Itimplementsaninformation exchangeschemebetween assets (e.g. apublisher-subscriber
scheme).

Service control may originate messages for ITS-G5 transmission as heartbeats/beacons in order to
maintain the ability to use a service and maintain a service profile.

3. Applications: It includes all assets/applications that evaluate and process ITS data for local

* X %
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use and determine when and how to initiate communications with other stations. Some
examples of functionalities include:
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Local Dynamic Map (LDM) maintenance.

Evaluation of SPAT, DENM and CAM messagesinorderto, for example, propose an optimal
speed (use case 2.1.1).

Notify users (orimpose specific actions) for incident or e.g., a near-by emergency vehicle.

application may originate messages for transmission using a communication interface

(protocol control asset). Information exchange is enabled through the service control assets that
manages all interactions.

4.

5.

Sensor Monitor: It includes assets that provide relevant environmental data to the Service
Control for distribution to the other functional assets of the ITS-S. Different vehicles may
containdifferentimplementations of sensor monitor. The end-user may originate messages

for transmission across the V2X or cellular links using the Sensor Monitor. Examples of
sensor monitor information available to the vehicle include:

GNSS data

Vehicle telematics including speed, acceleration, steeringangle, bearing, braking force etc.
Tyre tread state, amount of fuel remaining etc.

Human input received from a proper user interface.

Radar measurements and other ITS-relevant data not collected through a cooperative ITS
scheme.

Vehicle System Control: This asset allows otherfunctional assets to access the vehicle control
systems via service control. It includes notification/alarm actions like:

Playing sounds or activating alarms during an event/incident.

Providing information to driver only; to passengers only; to both driver and passengers
through Human-Machine Interfaces (HMI).

It may also include more invasive actions like:

4.4,

Reconfiguring vehicle to reduce/prevent damages caused by imminent collision.

Taking direct control of certain driving actuators.

2 ITS-S Data Assets

With the term Data Assets, we describe all sources of data that are available in the vehicle.
Generally, itincludes the following data sets/databases:

* X %
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- The Local Dynamic Map: The LDM s an in-vehicle dynamically updated repository of data
related to local driving conditions. It includes:

- Sensordata from all available vehicle sensors and modules that offerreal -time information
for the driving and vehicle status.

- Dataandinformation extracted from the received ITS messages (SPaT, CAM, DENM etc.).

- Data from the cloud or the internet that may be used for route planning or driving/travel
assistance.

- The Local Vehicle Information: It contains data that relates with the vehicle but that may
not be immediately relevant to real-time driving decision. However, LVI data may be used
for maintenance or may influence driving strategy. LVI may include: identification data
(Vehicleldentification Number, license plate), manufacturer and model id’s, inventory of
componentsonthe vehicle, known physical damages, service and maintenance status. LVI
may also hold private information for the driver/vehicle owner such as: name, address,
contact details, toll subscriber identity, credit card number etc.

- Service Profile: It contains all data that are used to define a certain service profile and a
certain service control functionality. Forexample, it maintains a list of applicationsinstalled
and activated for the vehicle and more over it contains data for access control and
references to security parameters related to each application.

It is noted that the definition of assets is based on an operational perspective. This means that the
identified assets may share common hardware resources. Thus, for SAFERtec, three different
modems are used to provide software control. However, Service control, ITS Applications and data
assetsare implementedin ashared pool of resources thatincludes one or more processing units, an
Ethernetanda CAN bus. More information for the respective hardware of the connected vehicle is
presentedin [23].

4.4.3 R-ITS-S Functional and Data Assets

The functional assets of the roadside unit are presented in the following figure. Similarly, to the
vehicular ITS-S, the functional assets include protocol control, service control and ITS application
modules. The basic definitions and principles of the functional assets remain the same. Thus, only
the differences in the specification of the R-ITS-S vs. the vehicular ITS-S are highlighted:

e There is no protocol control asset for connectivity with local external devices (e.g. WiFi or
Bluetooth). However, there are two possibilities regarding the implementation of link (J).
Thus, it can be implemented either through wired infrastructure of proprietary or public
network (and the possible establishment of a VPN), or through a cellular link using a legacy
network.
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Despite the fact that it is not prohibited, no use case imposes the need for direct
communication among roadside units. Thus, no such link is defined.

The Sensor Monitor mostly contains external environmental data such as temperature,
humidity, rain, road slipperiness, ambient light level etc. It also provides information from
cameras or other road/traffic monitoring equipment. The Sensor Monitor module also
provides an interface for direct connection to the roadside unit by an authorized operator.
The Display Control asset manages the information sent to external presentation devices.
These include road signs, traffic lights, and other displays intended for use by an operator.
The Display Control may be used by any other asset, if the specific action is accepted by the
Service Control asset. When requested to display a message, Display Control will pass the
information to the presentation device without regard of the content of the message.
Data assets for the R-ITS-S are similar with those defined for vehicular ITS-S. The R-ITS-S also
contains an LDM with locally collected data from telematics and sensors, as well as data
extracted from ITS messages (coming either from vehicles orthe cloud). It also contains road
surface condition data and information about the physical environment.

LVI is transformed to Local Station Information (LSI). It can be easily concluded that LSI
contains a smaller set of information compared to the LVI.
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Figure 16: Roadside ITS station assets

4.4.4 C-ITS-S Assets / TT cloud Assets

As mentioned before, despite of their differences, both cloud service providers (C-ITS-S and TT) can
be modelled using the same approach. The C-ITS-S model is presented in the following figure. An
attempt was made to combine the modelling perspective of the ITS-S’s and the common cloud
computing modelling approach that defines the Infrastructure cloud, the Platform cloud and the
Application cloud.
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Figure 17: The Central ITS station assets

Based on this approach the following assets are defined:

The Bare Metal Servers (BMS), i.e. the hardware that is used in order to implement the
cloud. In private clouds, usually the BMS are located in specific areas (data centre,
data/serverfarms). Onthe other hand, in public (or extended private) cloud architectures
the BMS that share their computing resources may be located in many different places
around the world. BMS have limited functional value in the C-ITS-S operation. However,
they are considered as functional assets because more than 40% of cloud related failures
are caused due to hardware failures and insecure interfaces. As far as insecure interfaces
are concerned, it is noted that the BMS offer physical access interfaces to operators and
users.

The Hypervisorentity plays arole similarto the Service Controlinthe previous ToE analysis.
However, it has now a far more complicated role, since it has the responsibility to manage
the available BMC and coordinate and allocate the resources into Virtual Machines (VMs).
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It manages and distributes the platform resources (computational and network) and
controls the application and service sets that are executed on the VMs.

- TheVMs are the virtual servers that offer specific ITS services. Each VM may contain an ITS
application. In many cases, a specific application is implemented with the distributed
operation of multiple VMs. The VMs are able to exchange information (when allowed by
the hypervisor). In correspondence with the previous analysis, the VMs provide similar
functionalities with the ITS application blocks.

- Theimplementation of the cloud computing subsystem implies the existence of network
resources that are used from the hypervisor to allocate resources to VMs and to monitor
quality of service, as well as from the VMs to communicate with each other or the TMC,
and, most importantly, to provide cloud based ITS services to vehicles and R-ITS-Ss. Since
the existence of the underlying network is required, no protocol control is defined as a
common functional asset. Practically, each BMS or VM has physical or virtual protocol
control functional assets, however, these assets are considered an internal feature of the
physical or virtual machine.

- Network-wise, all ITS actors are considered interconnected through an IP-based network
infrastructure (most probably the internet). It is noted, that cloud-based services can be
offeredtovehicularnodes only through radio access with the use of legacy 3G/4G services.

- Depending on the offered cloud-based services, data assets that contain all the required,
collected and processed data are maintained. These data repository can be physically or
virtually distributed among the available resources. In order to simplify the analysis, we
assume that the C-ITS-S maintains one extended LDM with data coming from multiple
sources through ITS messages and one service data repository that is used from the
hypervisor for logging, maintaining and improving the cloud functionalities.

4.45 TMC Assets

As mentionedinaprevious section, the TMC may be implemented as a cloud computing system. In
this case, the TMC should be modelled similarly with the C-ITS-S (with some minor modifications).
Nevertheless, inthisdocument, itis assumed that the TMC is a single cyber-physical system, that is
defined with the guidelines used in the vehicular ITS-S’s and R-ITS-S’s.
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Figure 18: TMC assets

The TMC has a single protocol control asset that provides the (K) interface that implements the link

with the C-ITS-S. It has no Sensor Monitor assets, since it does not directly measure any parameter
values from its direct environment.

The TMC provides Input-Outputinterfaces for direct or indirect connection of an operator with the
TMC system. The User Interface/Display Control functional asset provides all conventional input-
output devices that may be used from any computer system.

The TMC also maintains two data assets: a) an extended Dynamic Map that contains data (any ITS-
relevant information) for all areas controlled and monitored by the TMC. The size of the Dynamic
Map may be extremely large depending on the TMC service area. These data are accessed and
updated by the TMC applications that run on the TMC. b) the service profile data asset that contains
all data used from certain service profile and a certain service control functionality.

Finally, itshould be noted that the TMC modelis simplified, since it does not contain links and data
sources that are used totimely update the content of the Dynamic Map. This simplification is made,
since SAFERtecwill notbe able to model, analyse and assess the specific TMC aspects, since no real -
world TMC implementation will be used by the project.
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4.5 Security, Privacy and Reliability Objectives
4.5.1 Security

The definition of requirements/objectives in terms of security is based on the analysis provided in
[19], properly extended to cover all aspects of the SAFERtec paradigm. Thus, the security
requirements are summarized as follows:

A. Confidentiality
i.  Confidentiality of communications: Information exchanged should not be revealed to

unauthorized entities.

ii.  Confidentiality of application/service contained data: Information held within the ITS
node should be protected by unauthorized access.

iii.  Detailsrelatingtoidentity, services and capabilities of the ITS-S should not be revealed
to unauthorized third parties.

iv.  Confidentiality of management data exchange /signaling /coordination.

v.  Location confidentiality in the communication links. ITS services carry various localization
data in the messages. Unauthorized deduction of location should be prevented.

vi. Same with (v) for the route of the ITS subject.

B. Integrity:
i. Integrity of service —application: No malicious modification or deletion of data held and
managed from the ITS.
ii.  Integrity of communication: No malicious data modification/manipulation through
transmit or receive paths from the ITS.
iii. Integrity of management data.
iv.  Integrity of management data exchange /signaling /coordination.

It is interesting that the ETSI document distinguishes data/communication integrity and
confidentiality between management and application data — indicating that each set of data has
different impact in system security.

C. Availability
Access to the ITS services is not prevented by malicious activities.

D. Accountability
It describes the need to log, review and revert possible changes on an ITS application or service
(updates, additions and deletions). Itis a system that assigns accountability of actions for changes in
the security parameters.

E. Authenticity:
i. It is not possible to act as an ITS-S (vehicular, R-ITS-S, C-ITS-S) without proper
authentication.
ii.  ITS-S’sshould notaccept managementand configurationinformation from unauthorized
sources.
iii. Restricted ITS services (e.g. Use case 3) are only available for special authorized users.
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4.5.2 Privacy

As faras privacyisconcerned, the confidentiality requirements identified in the security objectives
can be alsoapplied. Moreover, the following privacy-related requirement are identified:

A. Minimization of the Personal Information collected by the system. The system should only
collectand use information relevanttoits purposes.

B. Consent:All entitiesthat collect Personal Information from source systems orthird parties
should supporta method of tracking consent when appropriate.

C. Redress: Whensome individual disputes the accuracy of Personal Information orany output
based on the disputed information, the system shallmaintain aflagindicatingthat the
informationisindispute.

D. Location/ Driver Privacy: The location or/and identity of the drivershould not be revealed
evenifthe data transmitted between the carand the infrastructure are not utilized (e.g.
throughthe car’'s number plates).

The aforementioned short profile description for the operation mode of the V2X/X2V
communication subsystem should be repeated forall possible targets/assets/links in each use case.

4.5.3 Safety - Reliability

The following points indicate requirements in terms of reliability-safety, i.e. failures that may occur as
a result of poor design.

A. Reliability:
Itis the ability of the ITS-S to provide reliable services to the end user. ITS reliability may concern:
i.  Reliabilityin communications, including acceptable Bit Error Rates /Packet Error Rates for
givenradio channel and interference conditions, as well as the incorporation of means
(e.g. diversity scheme) to improve connectivity.
ii.  Reliability in application/service level, i.e. that the application or service produces
reliable and validated results.

B. Accessibility:
An ITS-S station will be granted access in the availableresourcesin orderto provide aservice that has
to follow specific requirements. Resources may be:
i. Network/Radio access resources (spectrum, time slots) that may suffer from
congestion.
ii.  Hardware/computerresourcesthat may notbe allocated properly and as a result an
application fails.

C. Coverage and capacity:
Thisis strictlyacommunication-related objective. The network service should provide the required
capacity and coverage to support ALL ITS services coexisting in the specific location.
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D. Quality of Service:
The main QoS metricthat concernsthe ITS systems is latency. Latency objectives are distinguished as
follows:
i. Low-latency communications,thatwill ensurethatthe ITS message will arrive timely and
serve its purpose.
ii. Low-latency services and applications, that will quickly decide on specific actions or
produce warning messages etc.

E. Prioritization:

There are certain ITS users and vehicles (e.g. emergency vehicles) or roadside units that should be
treated specially with the offering of special services. This is also the reason why:

i. A distinction between control and service channels is performed.
ii. EDCA function is used with prioritized queues during transmission.

Prioritization among messages (management or plain data) should also exist. Itis emphasized that all
safety-related objectives reflect on a given ITS service (i.e. the studied use case), however, it may be
caused due to the fact that other ITS services share the same finite network/computational
resources.
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5. Modelling of the “Optimal Speed Driving” Use Case

5.1 Description of the Use Case

For the identification of threats and vulnerabilities that may threaten and affect a connected vehicle
system, a case study has been performed, focusing on the main elements of the examined
ecosystem, and the way the necessary information is transmitted.

This case study, named Optimal speed driving, aims at providing a speed advice to the driver who
will be able to cross junctions without stopping at a traffic light if he decides to follow it.
Consequently, the driver adjusts the vehicle’s speed, eitheraccelerating orslowing down, or keeping
it steady, with never reaching a traffic light being ‘red’. This scenario involves specific elements
(components) which have been described in detail in Section 4, each of whom is responsible for
transmitting the required information. In this scenario, the V-ITS-S of the vehicle communicates with
the R-ITS-S in order to receive the necessary information and to display it to the driver, after the
appropriate processing.

More specifically, the V-ITS-S Sensors Monitor collects the sensors data, which are distributed inside
the vehicle, converts them in a suitable for the applications form and sends them to the V-ITS-S
Service Control. The V-ITS-S Service Control is responsible for the processing of these data, alongside
with the data it receives fromi) the R-ITS-S, ii) Cellular data, which are sent from the C-ITS-S, and iii)
data from external devices. After this processing, Service Control delivers the necessary LVI and LDM
data, which are then sent to the V-ITS-S Application. V-ITS-S application stores this data to the
respective LVl and LDM databases and finally transmits it to the driver interface, advising them
accordingly, inorderto optimise the driving speed. The communication among the V-ITS-S and the
R-ITS-S system is achieved through ITS G5 802.11p, where a Communication Protocol Control is
required.

5.2 Attack Modelling

This section describes the modelling of the Optimal Speed Driving Use Case following both the input
fromthe elicitation conducted with ETSI and the reasoning made by the application of the proposed
methodology in section 3. Since the scope of the deliverable is the threat elicitation and attack
modelling, the proposed method is applied up to stage 4. In D.2.3 the identification of the respective
vulnerabilities and the analysis of the identified security and privacy requirements (steps 5 and 6)
will follow. Thus, the specificsubsection will demonstrate the results from the application of the first
four stages of the proposed integrated SAFERtec method.

5.2.1 Stage 1:identification of Assets

Step 1.1 Identification of the respective Entities
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The scope of this step is to initiate the risk analysis phase. To identify respective assets in the
architecture, CCS has constructed and shared questionnaires about what is typically importantin
terms of safety and privacy inthe architecture forthe given use cases. The questions adopted were
focusing onthe identification of assets, based on the use case description presentedin D2.1, but also
on the security and privacy concerns (in a generic level), functionalities, data, infrastructure and
otherrelated categories that could lead to the identification of valuable information. Although the
guestions that were addressed to, and answered by, the stakeholders (project partners) have a
degree of subjectivity, as is always the case in the risk analysis process, they have fully utilized the
expertiseand experience of the project partners as well as the ETSI TVRA standard (section 4.1). The
objective was to gather precise information and atthe same time ensure that no crucial information
will be omitted.

The following Table presents asample of questions that have been used d uring the early stage of the
risk analysis of each use case. These questions helped security experts to understand the use cases
down to the very last detail and make sure that no ambiguity left. As mentioned before, these
questions have been defined on the basis of the information already available (use case description
of D2.1 and connected vehicle system specifications of D4.1), on the provision of the ETSI standard,
and of course on the experience of the security experts.

Table 3 Sample Questions for Asset Elicitation

Number Questions
1 Where are personal datastored? Which kind of data is personal?
2 What are privacy primary requirement?
3 Which data are critical for the vehicle safety?
4 Considering safety requirement, what are critical data stored, and exchanged between

entities?

5 Where the critical data are being processed/stored?

6 Will the telematics (acceleration, pedal position, vehicle speed) data be exchanged
between V-ITS-Sand R-ITS-S?

7 Which functionalities are critical forthe vehicle safety?

8 Which functionalities are critical forthe privacy?

9 Which critical data are stored? Where?

10 What packet filtering (firewall) equipment for the datacirculating on can bus?

11 What isthe processing flow that leads to data displayed/communicated? (e.g. input data,
processing functions, output data descriptions)

12 SAFETY Related APPLICATION: Where dataare being processed? Where are they coming
from?

13 Which packet filtering (e.g. firewall) for IP communications between V2X and Cloud?

14 What is V2X Transmission Mean defined inthe interfaces excelsheet? (ITSG5 ?)

What are the specifications for R-ITS-S software, in-vehicle software, cloud based

15
software?
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Number Questions

16 How are telematics databeing processed, stored and transmitted between V-ITS-S and
peripheral system? Are there persistentin memory?

17 Are data being exchanged always signed during transmissions, processing, storage
phases? How?

18 Which otherintegrity check featuresisin place fordata transmission between V-ITS-S, R-
ITS-S, Cloud

19 Which confidentiality means are in place for data transmission between V-ITS-S, R-ITS-S,
and Cloud

20 What are functionalities, interfaces, dataaccessed?

21 Which data will be displayed?

2 Which a.lpplications.will be installed? What.are the features expected from the HMI? What
isthe difference with the other HMI android?

Step 1.2 Identification of the respective Essential Elements

The only essential asset on optimal driving speed use case is the GLOSA Service providing the driver
with the optimal speed driving such as he reaches the traffic light when it turn to green.

Table 4 List of Essential Elements

Essential asset Description

GLOSA service Service providing the driver with the optimal speed driving

Table 5 List of Support Assets

REF ID Support assets TYPE
SA-01 V2X On Board Unit DEVICE
SA-02 HMI On Board Unit DEVICE
SA-03 Smartphone HMI DEVICE
SA-04 CAN Gateway DEVICE
SA-05 Ethernet Gateway DEVICE
SA-06 Safety Application V-ITS-S DEVICE
SA-07 Wired communication link (R-ITS-S - DEVICE
Cloud)
SA-08 R-ITS-S DEVICE
SA-09 Wi-Fi communication link MEDIUM
SA-10 Mobilecommunication link MEDIUM
SA-11 V2X communication link MEDIUM
SA-12 C-ITS-S DEVICE
it This project has received funding from the European Union’s Horizon 2020 Page 59 of 105
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5.2.2 Stage 2: Organisational Domain Mapping

Step 2.1 Identify the list of Actors

Accordingto the aforementioned analysis, the mainidentified actors are the V-ITS-S, the R-ITS-S, the
C-ITS-S and the TMC. However, due to the high complexity of the examined case, we decided to
approach V-ITS-Sand R-ITS-S entities as asystem, which are further analysed to the following actors:

For the V-ITS-S, the actors that we identified are the i) Service Control, ii) Sensors Monitor,
iii) V-ITS-S Application, iv) Driver interface, v) three communication interfaces, the first
responsible for the communication with the R-ITS-S via ITS G5 802.11p, the second
responsible forthe communication with the external devices, via in-car WiFi, and the third
supports cellular communication.

For the R-ITS-S, the actors that we identified are similarto the ones of the V-ITS-S. There we
have i) Service Control, ii) Sensors Monitor, iii) R-ITS-S Application, iv) Display control, v) four
communication interfaces, the firstresponsible for the communication with the V-ITS-S via
ITS G5 802.11p, the second responsible for the communication with the external devices,
the third for the cellular and the C-ITS-S communication, and the fourth interface supports
the wired communication.

Step 2.2 Identify Existing Organizational Goals

Each actor has specific organisational goals that he has to fulfil.

Starting from the system of the V-ITS-S, we identified the following goals which are related with each
actor.
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Service Control: Its ultimate goal is to “Acquire and transmit data”. This goal is decomposed
inthe following subgoals: “Receive sensors’ data from Sensors Monitor”, “Receive data from
R-ITS-S”, “Process data for V-ITS-S Application”, “Send LVI and LDM to V-ITS-S Application”,
“Send data to R-ITS-S”, “Send data to external devices”, and “Send data to cellular”.
Sensor Monitor: The ultimate goal is to “Handle sensors’ data”. This goal is decomposed in
the following subgoals: “Collect sensors’ data”, “Convert sensors’ data applicable for
applications”, and “Send sensors’ data to Service Control”.

V-ITS-S Application: The ultimate goal is the “Local Vehicle data manipulation”. This goal is
decomposed in the following subgoals: “Receive data”, “Store data”, “Process LDM”, and
“Send LDM to Driver Interface”.

DriverInterface: This actor has one goal whichisto “Display data” so as the driver to receive
the necessary information.

The three communication interfaces have the same goals and subgoals, since their
functionalities are the same. Thus, their goal is to “Communicate data through [the specific
way of communication, i.e. ITSG5802.11p, in-car WiFi, and cellular, respectively]”, which is
decomposed in the subgoals “Broadcast vehicle data” and “Receive data [to/from the
specific system that each interface communicates with, i.e. R-ITS-S, external devices, and
cellular, respectively]”.
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Then the actors of the R-ITS-S have the following goals:

e Service Control: Its ultimate goal is to “Acquire and transmit data”. This goal is decomposed
in subgoals: “Receive sensors’ data from Sensors Monitor”, “Receive data from V-ITS-S”,
“Process data for R-ITS-S Application”, “Send LVI and LDM to R-ITS-S Application”, “Send
data to V-ITS-S”, “Send datato external devices”, “Send data to cellular”, and “Send data to
wired interface”.

e Sensors Monitor: The ultimate goal isto “Handle sensors’ data”. This goal is decomposed in
the following subgoals: “Collect environmental data”, “Convert sensors’ data applicable for
Applications”, and “Send sensors’ data to Service Control”.

e R-ITS-S Application: The ultimate goal is the “R-ITS-S data manipulation”. This goal is
decomposed in the following subgoals: “Receive data from Service Control”, “Store data”,
“Process LDM”, and “Send LDM to Display Control”.

e Display Control: This actor has one goal which is to “Display data”.

e Thefour communication interfaces that facilitate the communication of the R-ITS-S with the
other entities have the same goals and subgoals, since their functionalities are the same.
Thus, their goal is to “Communicate data through [the specific way of communication, i.e.
ITS G5 802.11p, in-car WiFi, cellular, and wired, respectively]”, which is decomposed in the
subgoals “Broadcast R-ITS-Sdata” and “Receive data [to/from the specific system that each
interface communicates with].

Regarding the C-ITS-S actor, its ultimate goal is to “Manage and Coordinate communication” whichis
decomposedto the following subgoals: “Collect V-ITS-S data”, “Process V-ITS-S data”, “Store V-ITS-S
data”, “Distribute datato R-ITS-S, “Distribute datato TMC”, “Distribute datato V-ITS-S”, “Collect R-
ITS-Sdata”, and “Evaluate R-ITS-S data”.

Finally, forthe TMC, we have two ultimate goals, the firstis “Acquire and transmit data” which is
decomposedtothe subgoals “Collect data”, and “Distribute data” and the secondis “Process data”
whichis decomposedto the subgoals “Process data”, and “Fuse data”.

Step 2.3 Create the initial Organizational View Diagram

Based on the analysis conducted in Step 2.2, in this step the organisational diagrams of the main
subsystems namely V-ITS-S, R-ITS-S and C-ITS are constructed for showing every goal and subgoal
than needsto be fulfilled, along with the respective resources as well as the internal and external
connections in and out of every subsystem.
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5.2.3 Stage 3:Security and Privacy Constraints Elicitation

Havingidentified the main functionality of the “optimal speed driving” scenario together with the
main entities /assetsinvolved, itis necessary to proceed with the elicitation of the safety, security
and privacy requirements.

Step 3.1 Identify the sensitivities

For the specific uses case the main safety issue is to ensure that the information presented to the
driver is accurate, thus related to the security (integrity) constraints presented to step 3.2. Taking
into account that the information has only an informative role and that it does not intervene with
other car systems, it can be deduced that safety issues are not critical.

Step 3.2 Enhance the Security Constraints List

For the “optimal speed driving” scenario the main security constraints are related to the integrity
and availability of the information communicated to the car. More specifically:

e Integrity, interms of accuracy, of the information transmitted from the C-ITS to the R-ITS-S

e Similarly, integrity of the information broadcasted from the R-ITS-Ss to the cars.

e Theavailability of the serviceis not prevented by malicious actors at the C-ITS or/and R-ITS-S

e Theavailability of the serviceis not prevented by problems in the communication links
between C-ITS-Sand R-ITS-Saswell as R-ITS-S and car.

e The authenticity of the C-ITS and R-ITS-S must be ensured.

The aforementioned constraints apply to both:

e Thecommunication links between C-ITS-Sand R-ITS-Sas well as R-ITS-S and car.
The application and service control of the involved entities.
Step 3.3 Define the Privacy Constraint List

In the specific Use case, no personal (driver orvehicle)information is communicated and thus there
are no privacyissuesinvolved. However, since the models that we have developed capture most of
the functionalities of each actor, we have identified privacy constraints that affect the datarelated
with the ownerof the vehicle.

The three following Figures, partially present the security and privacy constraints of the V-ITS-S, R-
ITS-Sand C-ITS-S actors, respectively.
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5.2.4 Stage 4:Threat and Attack Modelling
Step 4.1 Identify Threat Agents and Attack Methods

In this step the respective threats for the specific use case are identified. For raising the readability of the deliverable, the threats are presented per
identified asset. The following table lists the threats (for each asset) that have been retained for the optimal speed driving use case. They may affect
devices, software/systems or communication links.

Threat ID Threat Observation TYPE
TH-01 [RadioJamming Intentional disturbance of the communication link layer by decreasing the signal-to-noise ratio. MEDIUM
TH-02 [Linklayer flooding Denial of service attack which consists in sending a large amount of useless frames making the network unusable. MEDIUM
TH-03 [Equipment spoofing Impersonation of a legitimate equipment. MEDIUM
TH-04 [Man-in-the-middle attack (Data manipulation) Secretly relayingand possibly altering the communication between two parties who believes they are directly communicating with each other. MEDIUM
TH-05 [Communication Eavesdropping Secretly listeninga private communication. MEDIUM
TH-06 |[Electromagneticinterference disturbance (unintentional) Unintentional disturbance of the communication link layer generated by external source. MEDIUM
TH-07 |[Sabotage Deterioration or destruction of the medium. MEDIUM
TH-08 [Firmware alteration Alteration of the low level firmware such as the equipment changes its behaviour. DEVICE
TH-09 [Firmware erasing Alteration of the low level firmware such as the equipment cannot run properly anymore. DEVICE
TH-10 [Firmware reverse engineering Firmware analysis for vulnerability detection. DEVICE
TH-11 [Degradation due toimpact Physical degradation ofan equipment due to a weighty impact. DEVICE
TH-12 [Degradation du to bad weather Physical degradation of an equipment due to bad weather. DEVICE
TH-13 [Electromagnetic interference disturbance Unintentional disturbance generated by an external source that affects an electrical circuit. DEVICE
TH-14 ([Sabotage Untentional deterioration or destruction of an equipment. DEVICE
TH-15 |Extreme solicitation Denial of service attack which consists in sending a large amount of requests to a listenning service making it unavailable. SOFTWARE/SYSTEM
TH-16 [Malicious code injection Malicious code injection through a communication link. SOFTWARE/SYSTEM
TH-17 [Malformated frame injection Malformated frame injection through a communication link. SOFTWARE/SYSTEM
TH-18 |[System alteration after unauthorized access to maintenance port |[Accessinga maintenace port without authorisation and taking advantage of the high privilege to altere the system. SOFTWARE/SYSTEM

Table 6: List of Threats considered on all use cases
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The identified threats, listed in the previous Table, are the outcome of the ETSI TVRA standard
(section 4.1) and the interviews conducted with various stakeholders and experts related to the
project (section 5.2.1). The answers received were post processed to extract the threats that are the
most relevant to the chosen use cases. This list is complete taking into account the type of threats
known today. Evidently, it is not possible to consider threats that are unknown today but may
appearin the followingyears. Although the industry needs akind of certificate that could guarantee
that a system is unbreakable, this is not possible. The system can only be protected until a certain
level, meaning that it will resist to attacker(s) with certain knowledge.

Considering the list of threats of Table 6 and the list of threat sources of Table 7, it can be assured
that the security level of the considered system will be high enough to meet the security obje ctives
of an ITS system and this will be confirmed during the test phases of the project in the following
work packages.

The list of threat “sources” is listed below.

_ Animal activity Non-human External Weak
_ Vehicle crash Non-human External Medium Yes
_ Meteorological phenomena Non-human External Unlimited Yes
_ Script-kiddies Human External Weak Yes
_ Vandal, terrorist Human External Unlimited Yes
_ Hobbyist Human External Medium Yes
_ Competitor Human External Medium Yes
_ Criminal organization Human External Unlimited Yes
_ Foreign state Human External Unlimited Yes
_ Ex-employee Human External Medium Yes
_ Administrator Human Internal Unlimited Yes
_ Developer Human Internal Medium Yes
_ Maintenance/Support Human Internal Weak Yes
_ ISP Human External Medium _
_ External radio source Non-human External Medium Yes
_ Power failure Non-human External Weak Yes

Table 7: List of Threat Sources

In the following table, a list of attack methods is defined. This set contains all identified attack
methods that may implement or facilitate a threat contained in Table 9to Table 18.

Table 8: List of Attack Methods applied to SAFERtec use cases

Attack Method Attack Types Description
Denial of | - Message saturation, Denial of | The availability of network or system
Service (DoS) access to incoming messages. applications, resources and services are

This project has received funding from the European Union’s Horizon 2020 Page 70 of 105
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- Protocol alteration/misuse
- Denial of access to outgoing
messages.

- Denial of accessto system
resources.

- Denial of access to data
sources.

- Denial of transmission.

- Denial of datareceipt.

compromised.

In wireless networks, this type of attack s
typically accomplished by disabling one of
theinteracting entitiesinthe dataexchange.
A common method isto create a greedy user
that does not unfairly occupies the access
medium orresource pool, preventing other
usersof usingit.

Jamming (Ja)

- Provocation of interference
with noisy signals,
electromagneticdisturbance.

The disruption of a communications system
such as a wireless network through the
intentional use of electromagnetic
interference.Jammingblocks asignal or
message betweentwointeracting. An
attackersendsa signal with a significantly
greatersignal strength relativeto normal
signal levelsinthe systemtoflood the
channel. Thus, jammingis effectively a
simple but effective form of DoS attack.
Jamming can be performed by a single
attackeror multipleattackers working
together.

Masquerading
(Maq)

- Eavesdropping

- Impersonation attacks

- Acquisition of personal
information.

- Acquisition of behavioral
details.

- Acquisition of location
information, GNSS tracking.

An attackerimpersonates an authorized
entity to gain access to network applications,
resources, orservices

Injection (MI)

false messages
- Bogus Information or Forgery
Attack

- Worm, Trojan, blended threat

infection.

Man in The | - Eavesdropping+MM Man-in-the-middle attacksinvolveadouble
Middle (MiTM) | - Infrastructure spoofing masquerade, where the attacker convinces
- DNSspoofing the senderthatsheis the authorized
- Circumvention of mutual recipient of amessage onone hand, and
authentication convincesthe recipientthatsheisthe
- Sybil attack (multiplefake authorized sender of the message on the
identities) other. Man-in-the-middle is the most
common method for radio communication
interception.
Malware - Message Injection -Injection of | Equipment posingas genuine ITS-S (vehicle)

sending false information in ITS messages
that are otherwise valid

* %
* %
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Message - Modification or deletion of An attackeralters packets byinserting
Modification transmitted information. changesintothem, deletinginformation
(MMm) - Modification ordeletion of fromthem, reorderingthem, ordelaying
published information. them.
- Modification of stored Usually combined with MiTMor MI attacks.
information
Replay attack | - Replay of expired messages. Equipment posingas genuine ITS-S sending
(Re) - Wormhole attack “expired”-outdated-misleading information

- Relay attack (in conjunction
with MiTM)
- Pre-play attacks

inITS messages thatare otherwise valid.

Routing attack
(Ro)

- Routingtable poisoning

- Packet mistreating attacks

- Routerhit & runor persistent
attacks

- Routerspoofing

Interference with the correct routing of
packetsthrough a network. Corruption of
scheduling schemes that preventaccess to
resources. Several different types of routing
attacks can be carried out at the network
layer, including spoofed, altered, orreplayed
routinginformation. These attacks can
create routingloops, extend orshorten
intended routing paths, generate bogus
error messages, and increase end-to-end
latency, thereby compromising availability.

Side
(SC)

Channel

- Cache attack

- Timing attack

- Wireshark-monitoring attack
- Electromagneticand power
monitoring attack

- Differential fault analysis

- Data remanence

A side channel attackis any attack based
on information gained from the physical
implementation of a cryptosystem, rather
than brute force or theoretical weaknesses
inthe algorithms.

Side channel attacks are attacks based on
Side Channel Information. Side channel
information can be retrieved fromthe
investigated device by observing behaviors
and patterns, with neitherthe plaintextto
be encrypted northe ciphertext resulting
fromthe encryption process.

Co-Residence
(CR)

- Information gathering.

- Misuse of shared physical
resources.

- Perform DoS

A co-resident attack targets the
virtualisation level, i.e.itis acloud-specific
attack. In this type of attack, the attacker has
a clear set of target virtual machines (VMs).
By co-locating the attack VMs with the
target VMs on the same physical servers, the
attackerintendsto degrade the target VM
performance by misusing shared resources,

* %
* %
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extract private information of the victim,
perform DoS attacks etc.
Physical attack | - Vandalism. It includes all attacks that require physical
(Ph) - Sabotage. access and action to an asset, e.g. an attack
- Hands-oninterventiontoshut | implemented withthe destroying of an asset
down, restart, cause general or a resource.

failure toa systemresource.

As a nextstep, the identified attack methods were assigned to each threat per asset. The threats and

corresponding attacks per asset are presented in the following tables. Methodologically,
identification of attack methods is performed with the following three-step procedure:

1. Determination of threats per asset.
2. Identification of active interfaces that may allow access tothe asset and implement a threat.

3. Identification of attack methods that could implement a threat through the available
interfaces.

Table 9: Threats/Attacks on asset: V2X On Board Unit

e [ o [ e

TH-08: Firmware alteration DEVICE

TH-09: Firmware erasing DEVICE A Mi
TH-10: Firmware reverse engineering DEVICE (Al) MI, Mg, CRC
TH-11: Degradation due toimpact DEVICE A Ph
TH-12: Degradation due to bad weather DEVICE A Ph
TH-13: Electromagneticinterference DEVICE A Ja
disturbance

TH-14: Sabotage of device DEVICE A Ph
TH-15: Extreme solicitation SOFTWARE/SYSTEM A DoS
TH-16: Malicious code injection SOFTWARE/SYSTEM (A1) MI, Maq, DoS
TH-17: Malformed frame injection (DoS) SOFTWARE/SYSTEM (A1) Ma, MI, MiTM, DoS$S

Table 10: Threats/Attacks on asset: CAN Gateway

I S N A

TH-08: Firmware alteration DEVICE
TH-09: Firmware erasing DEVICE A Mi
* Xk This project has received funding from the European Union’s Horizon 2020 Page 73 of105
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TH-11: Degradation due to impact DEVICE
TH-13: Electromagneticinterference DEVICE

disturbance

TH-15: Extreme solicitation SOFTWARE/SYSTEM

TH-17: Malformed frame injection (DoS) ~ SOFTWARE/SYSTEM (A1) Mg, MI, MiTM, DoS

Table 11: Threats/Attacks on asset: Ethernet Gateway

TH-09: Firmware erasing DEVICE

TH-11: Degradation due to impact DEVICE

TH-13: Electromagneticinterference DEVICE
disturbance

TH-15: Extreme solicitation SOFTWARE/SYSTE

TH-17: Malformed frame injection SOFTWARE/SYSTE (Al) Mg, MI, MiTM,
(DoS) M DoS

Table 12: Threats/Attacks on asset: HMI On board Unit

I R R

TH-09: Firmware erasing DEVICE
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TH-11: Degradation due to impact DEVICE

TH-13: Electromagneticinterference DEVICE
disturbance

TH-15: Extreme solicitation SOFTWARE/SYSTEM

TH-17: Malformed frame injection SOFTWARE/SYSTEM (Al) Mg, MI, MiTM,
(DoS) DoS

Table 13: Threats/Attacks on asset: Mobile communication link

TH-02: Link layer flooding MEDIUM Dos, Re
TH-04: Man-in-the-middle attack Mg, MiTM, Re,
(Data manipulation) MEDIUM MM, Mi

TH-06: Electromagneticinterference MEDIUM
disturbance (unintentional)

This project has received funding from the European Union’s Horizon 2020 Page 75 0f 105
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Table 14: Threats/Attacks on asset: R-ITS-S

TN T I R

TH-09: Firmware erasing DEVICE

TH-11: Degradation due to impact DEVICE

TH-13: Electromagneticinterference

disturbance DEVICE

TH-15: Extreme solicitation SOFTWARE/SYSTEM

TH-17: Malformed frame injection (Al) Mq, MI MiTM

(DoS) SOFTWARE/SYSTEM

Table 15: Threats/Attacks on asset: Safety Application V-ITS-S

I N O

TH-09: Firmware erasing DEVICE

TH-11: Degradation due toimpact DEVICE

TH-13: Electromagneticinterference DEVICE
disturbance

TH-15: Extreme solicitation SOFTWARE/SYSTEM
TH-17: Malformed frame injection SOFTWARE/SYSTEM (Al) Mqg, MI, MiTM,
(DosS) DoS
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Table 16: Threats/Attacks on asset: V2X communication link

I T O

TH-01: Radio Jamming MEDIUM

TH-02: Link layer flooding MEDIUM A DosS, Re
TH-03: Equipment spoofing MEDIUM ' MiTM, MM, Ro
TH-04: Mal"l—m—tljle—mlddleattack MEDIUM [ Mg, MiTM
(Data manipulation)

TH-05: Communlcatlon MEDIUM C Mq
Eavesdropping

TH-06: Electromagneticinterference MEDIUM A Ja

disturbance (unintentional)

Table 17: Threats/Attacks on asset: Wi-Fi communication link

I

TH-01: Radio Jamming MEDIUM

TH-02: Link layer flooding MEDIUM A DosS, Re
TH-03: Equipment spoofing MEDIUM ' MiTM, MM, Ro
TH-04: Map-ln-the-mlddleattack MEDIUM I Mg, MiTM
(Data manipulation)

TH-05: Communlcatlon MEDIUM | MITN, Mq,
Eavesdropping

TH-06: Electromagneticinterference MEDIUM A Ja

disturbance (unintentional)

Table 18: Threats/Attacks on asset: Wired com. Link

I O N A

TH-02: Link layer flooding MEDIUM Dos, Re
TH-03: Equipment spoofing MEDIUM I MiTM, MM, Ro
TH-04: Map-m-the-mlddle attack MEDIUM | Mg, MiTM
(Data manipulation)
TH-05: Communlcatlon MEDIUM | MITN, Mq,
Eavesdropping
T!—I—OG: EIectrom'agnet!cmterference MEDIUM A Ja
disturbance (unintentional)
TH-07: Sabotage of medium MEDIUM A Ph
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Table 19: Threats/Attacks on asset: Cloud (C-ITS-S)

I N O

TH-16: Malicious code injection

TH-17: Malformed frame injection
(DoS)

TH-18: System alteration after
unauthorized access to maintenance
port

Data breaches

Weak identity credential and access
management

Insecure interfacesand APIs
Account hijacking

Advanced persistence threats
System and application vulnerability
Abuse of cloud services

Data loss

Malicious Insider

Reliability - Safety Threats

SOFTWARE/SYSTEM
SOFTWARE/SYSTEM

SOFTWARE/SYSTEM

SOFTWARE

SOFTWARE

SOFTWARE
SOFTWARE
SOFTWARE
SOFTWARE
SOFTWARE
SOFTWARE
SOFTWARE

(Al)
(Al)

(CIA)

(CIA)

(CIA)
(CIA)
(CIA)
(CIA)
(CIA)
(CIA)
(CIA)

MlI, Mq, DoS

Mg, MI, MiTM,
DoS
MI, Mg, MiTM

MI, MM, Mg,
MiTM, SC,CRC
Mg, MiTM

Mg, MiTM
MI, Mg, MiTM
DoS, MI
DoS, MI
DoS, MI, CRC
MI, MM, SC, CRC
Ph

If the case of malicious attacks is excluded, the performance of a system component may be
affected by internal or external factors, which, despite the fact that they were not caused by a
malicious counterpart, can cause failures. The specificset of threats is associated with the Reliability-
Safety objectives and requirements of the cyber physical system. In the following matrices, failure
threats perasset and corresponding failurereasons are identified, similarly to the aforementioned
security/privacy-related threat-attack pairs.

The identified generalized failure reasons can be summarized in the following table:

* % %
* %

* g K

**x This projecthas received funding from the European Union’s Horizon 2020
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Table 20: List of failure reasons in respect to system reliability

The tasks/responsibilities assigned to the component overcome its
abilities and available resources, causing degradation of
performance and/or failure.

Overestimation of
possibilities / overutilization
of resources

The specificsystem moduleis unable to fulfill specific operational
requirements due to poor design.

System Design Error

Extreme During its operation, a system module has to deal with unusual
functional/operational demand or has to consume an abnormally high number of system
Conditions resources, causing degradation of performance and/or failure.

Specific environmental conditions will cause a system module
failure.

Environmental conditions

Hardware flaw A hardware component poorly designed/constructed/attached will

cause system module failure.

A random and unexpected event, i.e. an outlier, may cause
temporary operational failure (quite common for wireless
communication systems).

Random-circumstantial
special condition

The system module was not sufficiently tested to deal with all
possible conditions/combination of events. As a result, systematic
errors-bugs occur.

Insufficient unittesting/
debugging

The functional/operational error caused by user setting selection or
handing

Operator/user error

As a next step, the identified failure reasons are assigned to safety-reliability threats per asset.

Table 21 Reliability Threat to supports asset: V2X On Board Unit

Overestimation of possibilities /

Accessibility Congestion of applications overutilization of resources
Quality of Increased latency / processing System Design Error, Extreme functional
service delay conditions, overutilization of resources
Poor/ unreasonable use of
Accessibility resources System Design Error
System Design Error, Extreme functional
Accessibility  Poorscheduling conditions, overutilization of resources

Prioritization

Inability to prioritize for available
resources
Failure due to extreme

System Design Error
Random-circumstantial special condition,

Reliability temperature/humidity/dust etc. Environmental conditions
Accessibility, Erroneoussettingand
Reliability configuration Operator/usererror
Reliability General hardware failure Hardware flaw, Environmental conditions
Reliability Software bug Insufficient unit testing
it This project has received funding from the European Union’s Horizon 2020 Page 79 of 105
S research andinnovation programme under grant agreement no 732319
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Accessibility
Quality of
service
Accessibility
Accessibility
Prioritization
Reliability
Accessibility,
Reliability

Reliability
Reliability

Accessibility
Quality of
service
Accessibility

Accessibility

Prioritization

D2.2 - Attack Modeling

Table 22 Reliability Threat to supports asset: CAN gateway

Congestion of connections
Increased latency / processing
delay

Poor/ unreasonable use of
resources

Poorscheduling

Inability to prioritize for available
resources

Failure due to extreme
temperature/humidity/dust etc.
Erroneous settingand
configuration

General hardware failure

Software bug

Overestimation of possibilities /
overutilization of resources

System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
Random-circumstantial special condition,
Environmental conditions

Operator/usererror
Hardware flaw, Environmental conditions
Insufficient unit testing

Table 23 Reliability Threat to supports asset: Ethernet gateway

Congestion of connections
Increased latency / processing
delay

Poor/ unreasonable use of
resources

Poorscheduling

Inability to prioritize for available
resources

Failure due to extreme

Overestimation of possibilities /
overutilization of resources

System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
Random-circumstantial special condition,

Reliability temperature/humidity/dustetc. ~ Environmental conditions
Accessibility, Erroneoussettingand
Reliability configuration Operator/usererror
Reliability General hardware failure Hardware flaw, Environmental conditions
Reliability Software bug Insufficientunittesting
* X This project has received funding from the European Union’s Horizon 2020 Page 80 0f 105
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Table 24 Reliability Threat to supports asset: HMI On board unit

Failure due to extreme

temperature/humidity/dust etc.

Erroneous setting and
configuration
General hardware failure

Software bug

Random-circumstantial special condition,
Environmental conditions

Operator/usererror
Hardware flaw, Environmental conditions
Insufficient unit testing

Table 25 Reliability Threat to supports asset: Mobile communication link

Coverage
and capacity
Coverage
and capacity,
Reliability
Reliability,
Quality of
service

Accessibility
Quality of
service
Accessibility,
Reliability

Prioritization

Insufficient network coverage

Hidden terminal

Low Signal to Interference ratio
Poorscheduling

Increased latency

Lack of radio resources

Inability to prioritizein resource
allocation

1 This projecthas received funding from the European Union’s Horizon 2020
research andinnovation programme under grant agreement no 732319

System Design Error, Environmental
conditions

Random-circumstantial special condition,
Environmental conditions

System Design Error, Extreme functional
conditions, Environmental conditions
System Design Error, Extreme functional
conditions, overutilization of resources
System Design Error, Extreme functional
conditions, overutilization of resources
Overestimation of possibilities /
overutilization of resources

System Design Error
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Table 26 Reliability Threat to supports asset: RSU

Accessibility Congestion of applications
Quality of Increased latency / processing
service delay

Poor/ unreasonable use of
Accessibility resources
Accessibility  Poorscheduling

Prioritization

Inability to prioritize for available
resources
Failure due to extreme

Reliability temperature/humidity/dust etc.
Accessibility, Erroneoussettingand
Reliability configuration

Reliability General hardware failure
Reliability Software bug

Overestimation of possibilities /
overutilization of resources

System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
System Design Error, Extreme functional
conditions, overutilization of resources

System Design Error
Random-circumstantial special condition,
Environmental conditions

Operator/usererror
Hardware flaw, Environmental conditions
Insufficient unit testing

Table 27 Reliability Threat to supports asset: Safety Application on board Unit

Quality of
service Increased latency / processing delay
Accessibility Poor/unreasonable use of resource

Prioritization

Accessibility,

Reliability
Reliability

Erroneous setting and configuration
Software bug

This projecthas received funding from the European Union’s Horizon 2020

Inability to prioritize for available resources

System Design Error,
Extreme functional
conditions

S System Design Error
System Design Error

Operator/usererror
Insufficient unit testing
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Table 28 Reliability Threat to supports asset: V2X communication link

Coverage System Design Error,
and capacity Insufficient network coverage Environmental conditions
Coverage Random-circumstantial
and capacity, special condition,
Reliability Hidden terminal Environmental conditions
System Design Error,
Reliability, Extreme functional
Quality of conditions, Environmental
service Low Signal to Interference ratio conditions
System Design Error,
Accessibility, Extreme functional
Reliability Abnormalities due torelays conditions.

System Design Error,
Extreme functional

Quality of conditions, overutilization

service Increased latency of resources
Overestimation of

Accessibility, possibilities /

Reliability Lack of radio resources overutilization of resources

Prioritization Inability to prioritizein resource allocation System Design Error

Table 29 Reliability Threat to supports asset: V2X communication link

Reliability Detachment of cabling Hardware flaw

Step 4.2 Create the Attack Model diagram

Through this step, we have a holisticview of the system and the elements that are affected by each
threat. These diagrams add value on the project since they integrate in a holistic way the analysis
that has been conducted so far in the previous steps, moving beyond the narrow limits that the
previous analysis offer, which examines each specific actor and asset solely. The benefitis that at
this point, we have threat related information escaping an actor’s boundaries. Hence, our aim is to
identify the relationships that create paths which affect the actors’ goals, resources and plans, and
to proceed with the necessary conflict resolutions, inthe resources level, if it is necessary. Also, we
can examine if there are threats that affect not only a specific actor, but also the ones that we have
identified thatthere are dependences (from stage 2 of our methodology) on. This analysis gives us
the confidence that each attack is finally mitigated, through specific security and privacy
mechanisms.

* X This project has received funding from the European Union’s Horizon 2020 Page 83 0f 105
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Moreover, we realise if some threats are repeated or if affect the same constraint, from various
perspectives. If so, we will be able to identify the necessary plans and resources that will be used
duringthe implementation phase, later on. Consequently, the analysis of steps 1-4 will be used as
inputin step 5, in order to identify the requirements of the system.

For the development of the Attacks Model diagrams of each actor, the first step is to capture the
threats that impact the actors, negatively affecting their ability to fulfil their goals. Thus, after the
identification of the threats in Table 9 to Table 18, we proceded with the development of the
relevant threat models. In Figures 25 and 26, a partial view of each threat model is presented,
containing the affected actors of the V-ITS-S and the R-ITS-S system, respectively. Next, after the
elicitation of the attack methods that affect the threats, we further decompose each threat. In
Figure 27 we present anindicative example of Security Attacks view (in this view, the actor “cellular
communication interface” is affected by the threat “TH-04: Man-in-the-Middle attack - Data
Manipulation” ----in Figure 27 appearing as “Arbitrary data injections”--- and only four of the attack
methods that realize this specific threat are displayed; namely: “Replay”, “Man-in-the-Middle”,
“Message modification” and “Malware Injection”). Aswe mentioned in the beginning of this report,
the analysis of the system stops here. Consequently, the vulnerabilities that these attack methods
exploit will be determined in the Deliverable 2.3. However, this is an iterative process. After the
elicitation of the vulnerabilities of the system, we will examine the system again, providing the
necessary security mechanisms and privacy enhancing technologies that will mitigate the identified
attacks and ensure the satisfaction of security and privacy requirements, delivering, thus, a secure
and protected system.

* X This project has received funding from the European Union’s Horizon 2020 Page 84 of 105
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Figure 25: Partial view of the threat model of the V-ITS-S system
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A.l Development of Simulators for Radio Interfaces

In the course of WP2, simulators for the two currently used radio interfaces for vehicular
communications and ITS applications were developed. The simulators can be used to implement
threats and attacks in the radio access network level (mainly Denial-of-Service) and more
significantly test, validate and evaluate countermeasures improving system availability.

It is noted that while the simulator development was part of WP2, it was decided that the
application of the simulators fortest, validation and evaluation will be part of the work done in tasks
3.3 (Assurance Framework Testing) and 5.2 (Simulation based evaluation), that are the tasks that
mainly include testing procedures.

A.2 IEEE 802.11p/ITS-G5 Simulator

In the context of T2.2, a simulation platformimplementing the ITS-G5/IEEE 802.11p standard, which
isconsidered asthe underlying protocol for IVC has been realized. This platform may be used to test,
evaluate, and examine the PHY and medium access control (MAC) layers of V2V/V2I links. The
simulator is developed from UPRC. Initial development was done in the course of the H2020-
ROADART project and it was extended and updated during SAFERtec.

A.2.1 Physical Layer

The following block-diagram depicts the simulator system structure. The system model is
divided into three main parts, transmitter, receiver, and channel.
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research andinnovation programme under grant agreement no 732319

* %
* %

* o *



-~
Z
@ al®

SAFER
TEC

D2.2 - Attack Modeling

Saurce
. _ Convolutional
Signalling Scrambler . Interleaver
, Encoder
Generation

Mapping OFDM Modulation
Ser2Par Precoder /

(N OFDM Beam- Insert Beamfo
Symby/ N former/Tx Pilots rmer
Subcarriers) Diversity

Short
Training
Modulation Frame Preamble

Long
Training

SNR for
Adaptive
Mod
A

L

v

Q metric -
Carrier Sensor
Freq
Offset

Estimation
Time

Synchronizer

Demapping

OFDM Demodulation

Equaliza
tion

Channel /
Ser2Par SNR
Estimation

Demodulat
ion

Remove
cp

Remove
Pilots

Par2Ser

Viterbi
Decoder
Hard
Decision

[
Interleave

Descrambler

Figure 28: ITS-G5 simulator model

The simulator is built using an object-oriented approach, where an instantiation for each of the
main simulator parts is created. In addition, the objects share a common library of functions,
like Fast Fourier transform (FFT), Inverse FFT (IFFT), cross-correlators etc.

The transmitter class includes adaptive modulation and coding mechanism, supporting 4 types
of modulations and three coding rates. Moreover, scrambling and interleaving functions are
available. Data symbols are modulated through orthogonal frequency division multiplexing
(OFDM). Furthermore, short training preamble, long training preamble and signaling data are
created and pilot symbols are inserted, as specified at IEEE802.11p standard.

The Receiver class, on the other hand, consists of the transmitter’s “mirror” functions, such as
de-mapper, de-modulator, etc. In addition, the Receiver includes non-standardized essential
functions like: signal sensing and acquisition (implemented from reaped correlations of the
short preamble), the coarse-synchronization and frequency offset estimation function (based
primarily on the Shi-Serpedin proposed algorithm [23]), fine-synchronization, frequency error
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long preamble and tracked by the pilot symbols) and finally channel equalization.
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Figure 29: Transmitter class structure and Input-Output

The software diagrams shown in Figure 29 and Figure 30 offer a more vivid image of the
transmitter and receiver functions. Note that, when a vector is followed by a [1 x n] notation, is
one-dimensional, where [m x n] denotes an mxn matrix.
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A description of the developed MAC simulator is presented in this paragraph. The basic
operations of the MAC sublayer in IEEE 802.11p is summarized in the flow diagram of Figure 31.
ITS-G5 is based on IEEE 802.11p, a random-access protocol that uses carrier sense multiple
access with collision avoidance (CSMA/CA) technique. Distributed radio access is implemented
using the enhanced distributed channel access (EDCA) function.

The simulator is implemented in MATLAB with an object-oriented approach. Five main classes are
defined:

D2.2 - Attack Modeling

[Signalstart Triteger
FreqOffsetEstimated Float
— —— —} dot1l_Detector() FindF Estim Float
ReceivedLong Array [1x 80]
l | RecSignaling Info Array [1x 80]
— —— —} dotll_longTrain() LongTrainT Array [1x 64]
— —— —} dot11_Channel_Estimation() Hestim Array [1x 64]

|

1
1
w3

dot11_Signaling_DeMod()

|

dot11_Signaling_InfoOut()

Signal_Decod_Bits. Array [1x 48]

Modulation String
CodingRate String
M, N_BPSC Integer
numUncodedBits Integer

|

A) Serial-to-Parallel Conversion

B) dot11_OFDM_DeMod|()

numCodedBits Integer
TotNumOfBitsExpected Integer
NumOFDMSymbols Integer

A) RXOFDM_Mod_Symbols Array [mxn]

|

B) OFDM_Demodulated Array[mxn]

A) Parallel-to-Serial Conversion

B) dot11_Symbols_DeMod()

A) SymbolsSerial Array [1xn]

|

B) DeModulatedBits Array[1xn]

1
1
e

dot11_Interleaver()

|

A) dot1l_Hard_Decoder()
A

B) dot11_Soft_Decoder()

|

e

1
1
w3

dot11_Descrambler()

D | dBits Array [1xn]
DecodedBitsHard Array [1xn]
DeScrambledBits Array[1xn]

Figure 30: Receiver class structure and Input-Output

Medium Access Control

This projecthas received funding from the European Union’s Horizon 2020
research andinnovation programme under grant agreement no 732319

Page 95 of 105



@ al®
SAFER

D2.2 - Attack Modeling

CSMA/CA

Listen AIFS

Channel Idle?

No

[y

Randomize
backoff

l

Listen to AIFS
» after channel
has been busy

Next packet
arrived?

Channel Idle?

Decrement
backoff

Current packet
is thrown, i.e.,
packet drop

Yes

Next packet
arrived

Figure 31: CSMA/CA implementation in IEEE 802.11p

1. ThelTSG5_MAC class that initialize global properties forthe MAC layer of all network nodes.

2. The ITSG5_Simulator class that implements the functionality of an ITSG5 network with
multiple network nodes. The ITSG5_simulator_loop method implements the main simulator
actions. The ITSG5_Simulator contains and manages the simulator clock, i.e., the simulated
time line for the network operation

3. The ITSG5 Tranceiver class implements the PHY and MAC procedures per network node.
Each network node in the simulator uses an instance of the ITSG5_Transceiver class. The
ITSG5_Transceiver inherits properties from the ITSG5 _MAC class.
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The ITSG5_Transmitter is a class-property for the ITSG5_Transceiver. ITSG5_Transmitter
implements all the PHY functions and operations as described in the previous paragraph for
transmitter operation. ITSG5_Transceiver controls MAC operation and assigns transmitting
operation to its ITSG5_Transmitter property

The ITSG5_Receiver is a class-property for the ITSG5_Transceiver. ITSG5_Receiver
implements all the PHY functions and operations as described in Subsection 2.1for receiving
operation. ITSG5_Transceiver controls MAC operation and assigns receiving operation to its
ITSG5_Receiver property

During the simulator initialization stage, one ITSG5_Simulator instance is produced that performs
the main network/simulator tasks. Moreover, based on the selected user generation procedure
(implemented as a method in the simulator class), new network nodes are generated eitherin the
initialization stage or continuously during the simulator loop. New network nodes are generated

with ne

w ITSG5_Transceiver instances. Each ITSG5 Transceiver instance retains as properties one

ITSG5_Transmitterinstance and one ITSG5_Receiverinstance. At all times, each ITSG5_Transmitter
uses either the receiver or transmitter operation.

The foll

owing five transmission types are supported:

Broadcast —i.e., a transceiver gains access to the medium and broadcasts a QoS data frame.
No ACK is expected.

Multicast —i.e., a transceiver gains access to the medium and sends a QoS data frame to a
group of users. No ACK is expected

Unicast without ACK —i.e., the transceiver sends directly a QoS data frame to a specified
destination but it does not require an ACK

Unicast with ACK — i.e. the transceiver sends directly a QoS data frame to a specified
destination and an ACK is expected as a response

RTS-CTS Unicast with ACK—i.e. the transceiver sends an RTS (ready to send) frame towards a
destination. A CTS (clear to send) response is expected. When the CTS is received, then a
QoS data frame issend with an expected ACKas aresponse. RTS-CTS type of transmission is
expected for frames with MPDU size greater than 1Kbyte

The simulator supports the following types of Frames:

The foll

* X %

* %

* o *

* o ¥

Management frames:

o Action frames

o Time advertisement frames
Control Frames

o RTS
o CTS
o ACK

Data Frames
o QoS data (since EDCA is used)
o Null (without practical use for the simulator)
owing status are defined per network node:
0. Idle —Sensing.
Waiting to Tx (transmitter) —Sensing.
Transmitting (data or ACK).
Waiting to transmit ACK.
Receiving.

HwnN R
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5. Waiting to receive ACK.
In order to simulate the slotted operation of CSMA/CA, the simulator implements a time line in
nano-seconds. The time line is updated with the use of a “while” loop (until the end of the
simulation). The time line is increased using the following rationale:

e Simulator global time increases in slot duration steps, where slot duration is the MAC slot
time durationin nanoseconds. The exception in this procedure is the existence of an event
at a timeinstance less thanthe current slot duration. The existence of an event is specified
by a number of counters retained by each network node that participates in the simulator

e Each network node (user) retains the following counters:

o Timers that count short interframe spacing (SIFS), arbitration interframe space
(AIFS), orextended interframe space (EIFS) duration. (AIFS, SIFS, and EIFS counters —
AIFS counter is a 4-vector, since four QoS queues are defined by the standard).
o Timers that implement the contention procedure for each node and each priority
group of data (contention window (CW) timers).
o Timers that count the duration of the currently transmitted packet from other
sources (information acquired with demodulation of the NAV field).
o Timerthat countsthe remainingtime fortransmission for a packet originating by the
transceiver (Tx Timer)
All counters are initialized (based on an event) and continuously reduced until reaching zeros.
Zeroingof a timer constitutes an event. The simulator All counters are initialized (based on an event)
and continuously reduced until reaching zeros. Zeroing of a timer constitutes an event. The
simulatortime controller is depicted in Figure 32. The general flow of the simulatoris described in
Figure 33.

Timer = Slot Duration

Y

k=1

P

K<=Number of users Display Timer

If AIFS timer < Timer ||
EIFS timer < Timer ||
SIFS timer < Timer ||
NAV timer < Timer ||

Tx Timer < Timer

Timer = min(AIFS, EIFS, SIFS, NAV, Tx)

k=k+1

Figure 32: Simulator time controller
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Initialization of Simulator

Determine Timer

Generate new Users

Generate Data for k-user
k=k+1

Manage Users in Status 2

Apply radio channels towards all
nodes

Manage Users in Status 4

Manage Users in Status 3

Manage Users in Status 5

Manage Users in Status 1

Manage Users in Status 0

While not End O
Simulation

Yes

No

End

Figure 33: Basic flow of the simulator loop
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Initialization of Users:
Each generated userinitially has:

e Nodatatosend

e Noinformationaboutadjacent network nodes
Therefore, no a-priori knowledge is available at each transmitter.
Data Generation Procedure:
Initially, each user has no data. Based on a predefined method, new data are produced
stochastically with a certain rate during each time progression step. Data are produced with a
different rate for each QoS data queue of each transceiver. Moreover, the size of the currently
produced data frame is stochastically determined. Therefore, the current data frame size is

determined randomly between 200 bytes up to 4Kbytes. The data generation procedure is
depicted in Figure 34.

Initialization of User
Data[i] =[]

Update Timer

i<=Num Queues

Yes
IfData[i]=[]

No Determine the size of
the current Frame
curFrameSizel[i]

Generate new data for the current
time step
Update Data[ i ]

If Data[ i ] >=curFrameSize[i] Frame queued for Tx

Yes

Figure 34:Data generation procedure

Simulator Actions per Status:
Status 0: Whena nodeisin statusO, then:
e Thereare noavailable dataintothe QoS data queuestocompose afull frame
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e Thenode operatesas a receiver, sensingthe medium
The node is operatingas a receiver performing carrier sense.
e Newdata are created during each time step. Whenthe datain one or multiple queues are
enough tocompose a full frame, thenthe node movesto Status 1.
The receiving operation produces adecisionregarding the medium status. If medium statusis busy,
thenthe receiver demodulates the headers in orderto:
e Update NAV countersand determinethe end of the transmission

e Decideifthe nodeisthe destinationforthe specificframe. Inthis case, the node is moving
to State 4 and demodulates.

Status 1: When a node isin status 1, then:
e There are available dataintothe QoS data queuestocompose afull frame
e Thenode hasinitializedand it continuously updates
o AlFScounters
o CW counters(ifa collision hasbeenalreadysensedin previousinstances)
e Thenode operatesas a receiver, sensingthe medium
e Ifduringthe sensingprocedure, asignal issensed
o Thenodereinitializes all AIFS counters
o Thenode pausesall CW counters
o ItremainsinState 1, and it tries to extract Destination and NAV information.
If the identified destinationis the ID of the node, then the node movesto State 4 and demodulates
thesignal. If no signal issensed, and AIFSand CW counters are zeroed, then the node will transmit
data and it movesin State 2. If more than on AIFS/CW counterare zeroed simultaneously, then
internal collisionis detected. The queue with the highest priority is qualified, while Back -off
procedure and AIFS counters are reinitialized forthe rest of the queues.

Status 2: When a node isin status 2, then:

e Thenodeisintransmitternode

o Theframe withthe highestorderfromthe queue thatwon contentionis transmitted

e [fduringthe currenttime period, transmission is not completed (indicated by the Tx timer),
thenthe node remains at State 2 until completion

o [fTxtimeriszeroed i.e., transmissionis completed), the basictransmission schemeis used
(i.e.no ACK) and the node has more data to send thenit movesto State 1. If no otherdata
are available, then the node movesto State 0

o [fTxtimeriszeroed i.e., transmissionis completed) and ACKor CTS is needed, then the
node movesto State 3

Status 3:
When a node is in status 3, then:
e Thenodeis waitingtoreceive an ACKfora frame send duringits previous state
e The node will waitforduration EIFS for ACK
Duringthe EIFS waiting period, the medium should be determined as busy. If EIFS expires with no

reception of an ACK, thenthe node determinesthat acollision occurred since no responsefromthe
destination was received.
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Ifthe mediumissensedas busy, thenthe node movestoReceiver node. Afterde modulation of the
receivedsignal, the node willdetermine if the desired ACK was received (successful transmission) or
a differentsignalwasreceived (collision detected).

Status 4: When a node isin status 4, then:
e Thenodereceivesand demodulatesthe signal
e [tisassumedthat the node hasidentifieditselfasa destination of the signal
Ifthe NAV timerforthe received frame has not yet expired, then reception continues and the node
remains at State 4.
If data receptionis completedthen:
e IfnoACKisneeded,thenitmovesinState Oor State 1 dependingon the availability of data.
e Ifno ACKisneeded, however CRCdoesnotcheckand collisionisdetected, CWtimers are
properly updated.
e |fACKisneededandcollisionisdetected, thenthe node moves in State O or State 1
depending onthe availability of datawith properadjustment of CW timers.

e [fACKisneededandnocollisionisdetected, thenthe node movesin State 5 (waitingto
transmitan ACK).

Status 5: When a node is in status 5, then it waits SIFS duration and then transmits an ACK for a
frame received during its previous state that needs acknowledgement. If SIFS expires and the
medium s considered free, then the node moves to Transmitting Mode State 2 and it sends the ACK.
If during SIFS, the medium status changes to busy, then collision is detected and the node moves
either to State O (no data available) or State 1 (data available — with necessary CW timer
adjustment).

In this section, the MATLAB/OCTAVE simulator for both PHY and MAC layers of ITS-G5 standard
that was developed is presented. In particular, all the functionalities of the PHY and MAC layers
have been developed, based on the latest releases of this standard.

A3 LTE-4G Simulator

The aim of this paragraph is to analyze an LTE simulator which could be used in V2X use cases
scenarios. LTE simulator provides high functionality for designing, constructing, simulating,
extracting and analyzing outcomes from a plethora of different configurations among vehicle
communications. This simulator makes use of LTE algorithms and the knowledge of physical layer
conditionsto generate end-to-end communication links in which data will be transmitted through.
The LTE simulator supports both legacy/cellular operation, as well as adhoc V2X operation (PC5
mode).

In the first stages of LTE and in legacy cellular-based uplink/downlink Radio Access Networks, the
data exchange between two UEs had to traverse the LTE eNB. After the 3GPP Release 12, 3GPP
introduced the sidelink LTE feature which enabled the direct communication between two proximal
UEs, without the need of eNB, by using PC5 interface. Releases 13 and 14 have enriched D2D
communication with numerous features and recently with V2X operations. D2D communications is
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closelyrelated and applicable with V2X scenarios and this simulator provides, except of the standard
LTE features, also a variety of tools for the implementation of the sidelink feature for the V2V and
V2| communications.

In particular, LTE simulator provides the implementation of physical signals, physical downlink and
uplink channels, sidelink channels, logical and transport channels, control information, OFDM
modulation, and radio resources allocation operations based on the 3GPP standard. Some typical,
supported by the simulator, features are indicated below.

e End-to-end uplink, downlink and sidelink link simulation.
e Uplink, downlink and sidelink waveform generation.
e Subframe creation, loading and time-domain transformation.
e Receiver functionality for waveforms:
o Time-synchronization.
o Frequency-offset estimation and compensation.
o Channel estimation and equalization.
o Signal demodulation/decoding.

e Basictransceiveroperations: CRC, Coding, Rate Matching, Modulation, Transform Precoding,
Interleaving, Golden Sequence.

Codewords . .
Rate Matching Scrambling

Resource
Layer Mapper Precoding Element
Mapper

Modulation
Mapper

OFDM Signal
Generation

Figure 35: Channel and Signal Development

e Construction of downlink physical channels (PBCH, PDSCH, PDCCH, PCFICH, PHICH and
EPDCCH) for transmission and reception.

e Construction of uplink physical channels (PSSCH, PUCCH formats 1, 2, and 3 and PRACH) for
transmission and reception.

e Construction of sidelink physical channels (PDSCH, PSDCH DRMS) for transmission and
reception.

e Generate, encode, and decode downlink transport channels (BCH, DL-SCH).
e Generate, encode, and decode uplink transport channels (UL-SCH and PUSCH).
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e Generate, encode, and decode sidelink transport channels (SL-BCH, PSBCH, PSSCH, and
PSCCH).

e Downlink synchronization signals (PSS and SSS) and reference signals (CRS, DM-RS, CSI-RS
and PRS).

e Uplink demodulation reference signals for PUSCH and PUCCH formats 1, 2, and 3 and
demodulation reference signals.

e Sidelink synchronization signals (PSSS and SSSS) and demodulation reference signals.

Resource
Element
Mapper

OFDM Signal
Demeodulation

Figure 36: Receiver's DL Development

e Perform OFDM modulation and demodulation for the downlink scheme.
e Perform SC-FDMA modulation and demodulation for the uplink scheme.
e Perform SC-FDMA modulation and demodulation for the sidelink scheme.

e Construction of downlink physical signals and channels for Control Signaling: Downlink
Control Information (DCl) and Control Format Indication (CFl)

e Construction of uplink physical signals and channels for Control Signaling: Uplink Control
Information (UCI), Channel Quality Indicator (CQl) and Rank Indicator (RI).

e Construction of sidelink physical signals and channels for Control Signaling: SCl Format O,
PSCCH, SL-SCH, PSSCH, PSCCH DMRS.

e Especially for V2X communication mode:
o Construction of physical Signals and channels for L1 signaling: SCl Format 1 (V2V),
PSCCH, PSCCH DMRS.
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o Construction of physical signals and channels for Payload: V2X PSSCH, PSSCH DMRS.
o Subframe/PRB pool formation & UE-specific resource allocation for V2X
communication.

To conclude, it is known that the deployment of a network especially considered for vehicular
communications is facing a variety of different and new challenges in contrast with the common
networks. Forinstance, in vehicularcommunications, the channel state is changing very fast due to
the mobility of the distributed users which leads to degradation of the systems. Challenges like those
must be taken into consideration for the proper construction of the network. So, it is of highly
importance to analyze and counter as many as possible factors that play significant roles on the
grade of service of the systems.
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