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Abstract—Important statistical properties of the double-
generalized Gamma (dGG) distribution are studied in this paper.
The dGG distribution is suitable for modelling non-homogeneous
double-scattering radio propagation fading conditions, which can
be frequently observed in vehicle-to-vehicle (V2V) communi-
cations. In this context, important statistical metrics for the
bivariate dGG distribution, such as the joint probability density
function, cumulative distribution function, and the moments, are
derived for the first time, while simplified expressions for the cor-
responding marginal statistical metrics are presented. Moreover,
the second-order statistics of this distribution are also analytically
studied. The derived analytical framework has been employed to
analyze the performance of a transmit antenna selection system
operating in V2V communication channels modeled by the dGG
distribution. In this scenario, the impact of outdated channel state
information (CSI) to the system’s performance is investigated in
terms of various metrics including the level crossing rate and
the average fade duration. Furthermore, simplified asymptotic
closed-form expressions for the outage probability have been
derived to examine the achievable diversity and coding gains.
Based on our analysis, insightful discussions are provided. It is
shown that the diversity gain is independent from the number
of transmit antennas when the available CSI becomes outdated.

Index Terms—Average fade duration, correlated statistics,
double-generalized Gamma, level crossing rates, outdated chan-
nel estimates, transmit antenna selection, V2V communications.

I. INTRODUCTION

With the rapid growth of information and communica-

tion technologies (ICTs), intelligent vehicles, using the on-

board units and the wireless communications capabilities,
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will be considered as mobile resources, revolutionizing thus

the automotive sector. The idea behind this integration is

that the connected vehicles can cooperatively exchange in-

formation, based on coordinated or distributed approaches.

The driving forces for this integration is to support various

applications for road safety, smart and green transportation,

location dependent services, and in-vehicle Internet access

[1]. However, comparing the characteristics of the traditional

(cellular) networks to the corresponding ones of vehicular

ad-hoc networks (VANETs), the following major differences

may be highlighted: i) the channel behavior is highly time

varying, given the fact that VANETs are characterized by

higher mobility as compared to the cellular ones, ii) low

complexity requirements dominating the transceiving systems,

since many signal processing, hardware, and space limitation

constraints arise, when trying to integrate these systems in

vehicles, and iii) both the transmitter and the receiver are in

motion, while they are in the same height, resulting to channel

models with unique characteristics.

In mobile-to-mobile (M2M) communications, waves are

supposed to be scattered and re-scattered around both the

transmitter’s and the receiver’s local environments. This

double-bouncing procedure has been modeled as a prod-

uct of fading amplitudes [2]. Widely adopted distributions

for modeling the double-bouncing scattering are the double-

Rayleigh (dR), double-Nakagami (dN), and double-Weibull

(dW) [3]–[5]. In addition, these models offer good fit to ex-

perimental data for M2M communications, as it is verified by

many experimental channel measurement campaigns, e.g., [6].

Their excellent physical justification and their agreement with

empirical results explain why these distributions have been

adopted by many authors for modeling M2M communication

environments, e.g., [7]–[10]. Specifically, in [7] and [8], the

level crossing rate (LCR) and average fade duration (AFD)

of dN fading process has been studied. In [9] and in [10],

the performance in terms of bit error probability of diversity

schemes in dR and dN channels, respectively, was studied.

Nevertheless, all aforementioned double-bouncing distribu-

tions represent special cases of the double-generalized Gamma

(dGG), which can accurately model a plethora of different

mobile propagation conditions.

The dGG random variable (RV) is defined as the product of

two α-µ (generalized-Gamma (GG)) RVs and thus it can effi-

ciently explore the nonlinearities of the propagation medium,

which frequently appear in non-homogeneous environments.
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The dGG distribution, includes important distributions such as

Gamma-Gamma, dN, dW, Weibull-Gamma, and dR, while it

can also efficiently describe the Nakagami/Rayleigh-lognormal

as well as GG as limiting cases. Moreover, it is mathemati-

cally tractable, in the sense that easy-to-compute closed-form

expressions can be obtained, which provide useful insights

to the system’s performance. Thus, its generic nature can

effectively be exploited to model all different fading conditions

in environments that change very fast, as the ones appearing in

vehicle-to-vehicle (V2V) communication scenarios. Recently,

in [11], [12], the dGG distribution has been employed to

model the turbulence-induced fading in free-space optical

communication systems, in which the first order statistics have

been studied. In the context of wireless communications, many

efforts have been devoted to analytically describe important

statistical metrics of this distribution, which, in general, have

led to approximated solutions, e.g., [13], [14]. Nevertheless,

important statistical characteristics of this generic distribution

have not been thoroughly studied yet. Such an analytical

framework can be used to investigate the performance of

emerging and future wireless communication systems and this

is the subject of the current paper.

As far as low complexity communication systems are con-

cerned, transmit antenna selection (TAS) has been considered

as a quite attractive approach, e.g., [15], [16]. Based on this

technique, a single transmit antenna from a set of L available

ones, which maximizes the total received signal power at the

receiver, is selected for transmission. Recently, in order to

reduce the number of expensive radio frequency (RF) chains,

this technique has been also employed in the area of inter-

vehicular communications, e.g., [17], [18]. It is noteworthy

that in previous studies in this area, perfect channel state

information (CSI) is assumed to be available at the receiver

for the antenna selection procedure. However, due to the high

mobility, the wireless medium will be highly time varying,

resulting to outdated knowledge of the CSI. Therefore, the

ideal CSI assumption has only theoretical importance and

cannot be established in practice, especially in VANETs [19],

[20]. Thus, to the best of the authors’ knowledge, no other

work has investigated first and second order statistics of TAS

system (with L antennas) in a V2V communication scenario

and under the assumption of outdated CSI.

Motivated by the aforesaid observations, the dGG fading

distribution is employed for the first time for modeling the

V2V communication channels, exploiting thus its versatility to

accurate describing this kind of environments. In this context,

the contribution of the paper can be summarized as follows:

• Important statistical characteristics for the bivariate and

marginal statistics of the dGG distribution with non-

identical parameters are presented;

• The second-order statistics of this generic model have

been also presented for the first time;

• The signal-to-noise ratio (SNR) statistics of a TAS

scheme operating in dGG fading environment is in-

vestigated, taking also into consideration the impact of

outdated CSI due to the feedback delay;

• The performance of this scheme has been studied in terms

of the outage probability (OP), symbol error probability

(SEP), average capacity, LCR, and AFD;

• A high SNR analysis is also provided and employed to

identify the coding and diversity gains of the system.

It is noteworthy that the derived results are new and general,

while they also encompass many existing ones as special cases.

The remainder of the paper is organized as follows. In

Section II, the marginal, bivariate, and second-order statistics

of the dGG distribution are presented. In Section III, the

system and channel models of the TAS scheme are presented

along with a stochastic analysis for the received SNR statis-

tics. In Section IV, the derived analysis is employed for the

performance evaluation. In Section V, several representative

numerical examples are presented and discussed, while in

Section VI, some concluding remarks are provided.

II. DOUBLE GENERALIZED-GAMMA STATISTICS

A. Marginal Statistics

Let R = G1 × G3 denote a RV following the dGG

distribution, in which Gj (j ∈ {1, 3}) are independent GG

distributed RVs with probability density function (PDF) given

by [21, Eq. (1)]

fGj(x) =
βjm

mj

j xβjmj−1

Ω
mj

j Γ(mj)
exp

(

−mjx
βj

Ωj

)

. (1)

In (1), βj and mj are distribution’s shaping parameters,

Ωj =
(

E
〈

G2
j

〉

Γ(mj)/Γ(mj + 2/βj)
)

βj
2 mj , E 〈·〉 denotes

expectation, and Γ(z) =
∫∞
0 e−ttz−1dt is the Gamma function

[22, Eq. (8.310/1)]. It is noteworthy that the GG distribution

includes many distributions, e.g., exponential, Rayleigh, one-

sided Gaussian, Nakagami-m, Gamma, and Weibull, whereas

it may also describe the lognormal distribution as a limiting

case [23]. For example by setting βj = 1 in (1), it coincides to

the PDF of the Gamma distribution. The GG distribution has

been employed for modelling signals composed of clusters of

multipath waves propagating in a nonhomogeneous environ-

ment [21]. The PDF of R can be obtained by

fR(x) =

∫ ∞

0

1

y
fG1(y)fG3

(

x

y

)

dy. (2)

For β3 = β1, substituting (1) in (2) and applying [22, Eq.

(3.471/9)] yield the following expression

fR(x) =
2β1Ω̂

m1+m3
2

1

Γ (m1) Γ (m3)

× x
β1
2 (m1+m3)−1Km3−m1

(

2

√

Ω̂1x
β1
2

)

,

(3)

in which Ω̂1 = m1m3/(Ω1Ω3) and Kv(z) = π
2
I−v(z)−Iv(z)

sin(vπ)
is the modified Bessel function of the second kind and

order v [24, Eq. (9.6.2)], with Iv(·) denoting the modified

Bessel function of the first kind [22, Eq. (8.406/1)]. The

dGG distribution includes many well-known distributions as

special cases, e.g., dR [3], dN [25], and dW [5], [26]. For

example, for β1 = 2, (3) coincides to the dN PDF, while

for m1 = m3 = 1, (3) coincides to the dW PDF. Therefore,

based on its various shaping parameters, the dGG distribution

is flexible enough and thus can be efficiently utilized to
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provide excellent fit in different V2V channel measurements

data, while its mathematical tractability can be exploited for

analytical investigations. The corresponding expression for the

cumulative distribution function (CDF) of R is given by

FR(x) =
Ω̂p1

1

Γ(m1)Γ(m3)
xβ1p1G2,1

1,3

(

Ω̂1x
β1

∣

∣

∣

1−p1

p2,−p2,−p1

)

, (4)

with p1 = m1+m3

2 , p2 = m3−m1

2 , and Gm,n
p,q [·|·] denoting

the Meijer G-function [22, Eq. (9.301)]. By setting β1 = 2
in (4), it simplifies to [10, Eq. (7)]. It is noted that Mei-

jer G-function is a built-in function in many mathematical

software packages, e.g., Mathematica, Maple, and thus can

be directly evaluated. An alternative simplified expression for

(4) can be extracted as follows. The CDF of R is given by

FR(x) =
∫ x

0

∫∞
0

1
y fG1(y)fG3

(

z
y

)

dydz. Assuming integer

values for m3 (and arbitrary values for m1), changing the order

of integration, and using first [22, Eqs. (8.350/1) and (8.468)]

and then [22, Eqs. (8.310/1) and (3.471/9)], the following

mathematically-convenient expression is deduced

FR(x) =
1

Γ(m3)



1−
m3−1
∑

k1=0

2Ω̂
k1+m1

2
1

k1!Γ (m1)
x

β1
2 (k1+m1)

×Kk1−m1

(

2Ω̂
1/2
1 x

β1
2

)

)

.

(5)

Furthermore, for m1 = n+ 1/2, with n ∈ N, employing [22,

Eq. (8.468)] and performing some mathematical manipulations

yield the following convenient expression for the CDF of R

FR(x) =
1

Γ(m3)



1−
ζ(m1,m3)
∑

k1,k2=0

D1Ω̂
k1+m1−k2− 1

2
2

1

× x
β1
2 (k1+m1−k2− 1

2 ) exp

(

−2

√

Ω̂1x
β1
2

)

]

,

(6)

with
∑ζ(m1,m3)

k1,k2=0 =
∑m3−1

k1=0

∑|k1−m1|−1/2
k2=0 , D1 =

√
π/22k2

Γ(m1)k1!k2!

(|k1−m1|− 1
2+k2)!

(|k1−m1|− 1
2−k2)!

. Using (3) in [27, Eq. (5.21)] and applying

[22, Eq. (6.561/16)], the n1th moment of R is given by

E 〈Rn1〉 =
Ω̂

−n1
β1

1 Γ
(

m1 +
n1

β1

)

Γ
(

m3 +
n1

β1

)

Γ(m1)Γ(m3)
. (7)

B. Bivariate Statistics

Let R1, R2 denote two dGG RVs defined as

R1 = G1 ×G3

ρG





y

ρ1





y

ρ2





y

R2 = G2 ×G4,

(8)

with ρ1 and ρ2 denoting the correlation coefficients between

the GG RVs, while ρG is the correlation coefficient of the

dGG RVs. The joint PDF of R1 and R2 can be obtained by

fR1,R2(x1, x2) =

∞
∫

0

∞
∫

0

fG1,G2(x, y)

xy
fG3,G4

(

x1

x
,
x2

y

)

dxdy,

(9)

with fGj,Gj+1(x, y) denoting the joint GG PDF given by [21,

Eq. (28)]

fGj,Gj+1(x, y) =
β1β2m

mj+1
j x

β1
2 (mj+1)−1y

β2
2 (mj+1)−1

Γ(mj)Ω
mj+1

2

j Ω
mj+1

2

j+1 (1− ρf1)ρ
mj−1

2

f1

×exp

[

− mj

1− ρf1

(

xβ1

Ωj
+

yβ2

Ωj+1

)]

Imj−1

[

2mj
√
ρf1x

β1
2 y

β2
2

√

ΩjΩj+1(1 − ρf1)

]

.

(10)

In (10), if j = 1 ⇒ f1 = 1, else if j = 3 ⇒ f1 = 2. Substi-

tuting (10) in (9) results into an integral representation for the

bivariate dGG distribution. An alternative representation can

be obtained by employing Iv(z) =
∑∞

h=0
(z/2)v+2h

h!Γ(v+h+1) [22, Eq.

(8.445)], making a change of variables of the form t = x2
1, and

using [22, Eq. (3.471/9)], yielding the following expression for

the joint PDF of R1 and R2

fR1,R2(x1, x2) =

∞
∑

q1,q2=0

2
∏

t=1

2βtρ
qt
t /Γ(mf2)

qt!(1− ρt)
2p3+mf1

× Ω̂p1+p3

t x
βt(p1+p3)−1
t

Γ(mf2 + qt)
K2(p2+p4)



2

√

Ω̂t

ρ̂
x

βt
2
t



 ,

(11)

with p3=
q1+q2

2 , p4=
q2−q1

2 , ρ̂=(1−ρ1)(1−ρ2), Ω̂2 = m1m3

Ω2Ω4
,

Ωj+1 =
(

E
〈

G2
j+1

〉

Γ(mj)/Γ(mj + 2/β2)
)

β2
2 mj. In (11), if

t = 1 ⇒ f1 = 3, f2 = 1, else if t = 2 ⇒ f1 = 1, f2 =
3. Moreover, β1, β2 characterize R1, R2, respectively, while

m1,m2 are related with the first and second GG RVs, respec-

tively, in both R1, R2. By setting m1 = m3 = 1, β1 = β2 = 2,

ρ1 = ρ2, Ω1 = Ω2, and Ω3 = Ω4, (11) simplifies to the joint

PDF of the bivariate dR distribution given in [28, Eq. (6.69)].

For obtaining the corresponding joint CDF of R1 and R2,

the Meijer G-function representation of the Bessel function is

employed, i.e., [29, Eq. (14)], and then using [29, Eq. (26)],

the following generic expression can be obtained

FR1,R2(x1, x2)=

∞
∑

q1,q2=0

2
∏

t=1

ρqtt /Γ(mf2)

(1− ρt)
2p3+mf1

Ω̂p1+p3

t /qt!

Γ(mf2 + qt)

× x
βt(p1+p3)
t G2,1

1,3

(

Ω̂t

ρ̂
xβt

t

∣

∣

∣

1−p1−p3

p2+p4,−p2−p4,−p1−p3

)

.

(12)

By setting m1 = m3 = 1 and β1 = β2 = 2, (12) simplifies to

the joint CDF of the bivariate dR distribution given in [20, Eq.

(6)]. Moreover, assuming |m3−m1| = n+1/2, employing [22,

Eq. (8.468)], and then using [22, Eq. (8.350/1)], the following

simplified expression for FR1,R2(x1, x2) is derived

FR1,R2(x1, x2) = 2π

∞
∑

q1,q2=0

φ(p2,p4)
∑

ℓ1,ℓ2=0

2
∏

t=1

21−2(p1+p3)−ℓt

Γ(mf2)qt!ℓt!

× ρqtt (1− ρt)
mf2

Γ(mf2 + qt)

(φ(p2, p4) + ℓt)!

(φ(p2, p4)− ℓt)!

× γ



2(p1 + p3)− ℓt −
1

2
, 2

√

Ω̂t

ρ̂
x

βt
2
t



 ,

(13)
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in which φ(p2, p4) = 2|p4 + p2| − 1
2 and γ(., .) denotes the

lower incomplete Gamma function [22, Eq. (8.350/1)].

In addition, based on (11) and with the aid of [22, Eq.

(6.561/16)], the joint moments of R1 and R2 can be expressed

as

E 〈Rn1
1 Rn2

2 〉 =
∞
∑

q1,q2=0

2
∏

t=1

ρqtt (1− ρt)
mf2

+
n1
β1

+
n2
β2 /Ω̂

nt
βt
t

qt!Γ(mf2 + qt)m

n3−t
β3−i

f2
Γ(mf2)

× Γ

(

kt +mf2 +
n1

β1

)

Γ

(

kt +mf2 +
n2

β2

)

,

(14)

which, by using the definition of the Gauss hypergeometric

function [22, Eq. (9.100)], can be further simplified to the

following closed-form expression

E 〈Rn1
1 Rn2

2 〉 =







2
∏

t=1

(1 − ρt)
mf2

+
n1
β1

+
n2
β2

m

n3−t
β3−t

f2
Γ(mf2)

2Ω̂
nt
βt
t

Γ

(

mf2 +
n1

β1

)

× Γ

(

mf2 +
n2

β2

)

2F1

(

mf2 +
n1

β1
,mf2 +

n2

β2
;mf2 ; ρt

)

]

,

(15)

with 2F1(., .; .; .) denoting the Gauss hypergeometric function

[22, Eq. (9.100)]. By definition, the power correlation coeffi-

cient between R1 and R2, ρG, is given by

ρG =
cov

(

R2
1, R

2
2

)

√

var(R2
1)var(R

2
2)
, (16)

with cov(·) denoting covariance and var(·) variance. Substitut-

ing (7) and (15) in this definition and doing some mathematical

manipulations yield the following expression for ρG

ρG=

2
∏

j=1

Γ(m1 +
2
βj
)Γ(m3 +

2
βj
)

[

2
∏

t=1
Γ
(

mf2 +
4
βj

)

Γ(mf2)−
2
∏

t=1
Γ
(

mf2 +
2
βj

)2
]

1
2

×
[

2
∏

t=1

(1− ρt)
mf2

+ 2
β1

+ 2
β2

× 2F1

(

mf2 +
2

β1
,mf2 +

2

β2
;mf2 ; ρt

)

− 1

]

.

(17)

It is noteworthy that by setting m1 = m3 = 1 in (17), it

simplifies to a previous known result [26, Eq. (10)].

C. Second-Order Statistics

Let R(t) be a dGG process with marginal and bivariate

PDFs given by (3) and (11), respectively. Moreover, let Ṙ
denote the time derivative of R, i.e., Ṙ(t) = dR(t)/dt, at

time t. Since the dGG random process is a product of two

independent GG random processes, i.e., R(t) = G1(t)G3(t),
the joint PDF of R(t) and Ṙ(t) can be expressed as [30]

fRṘ(x, ẋ) =
∫ ∞

0

∫ ∞

−∞

1

y2
fG1Ġ1

(

x

y
,
ẋ

y
− ẏx

y2

)

fG3Ġ3
(y, ẏ) dẏdy,

(18)

with fGjĠj
(·, ·) representing the joint PDF of the GG random

process Gj(t) and its derivative Ġj(t), which is given in [21,

Eq. (24)]. Assuming β1 = β2 = β, m1 = m3 = m, Ω1 =
Ω3 = Ω, substituting [21, Eq. (24)] in (18), using [22, Eq.

(3.323/2)], and performing some mathematical manipulations,

the following expression for the joint PDF of R(t) and Ṙ(t)
is deduced

fRṘ (x, ẋ) =
β2m2m+0.5xβ(m+0.5)−2

√
2πωΩ2m+0.5Γ(m)2

×
∫ ∞

0

y−1 exp
(

−m
Ω y
)

√

xβy−1 + y
exp

[

mβ2ẋ2x2β−2

(xβ + y2) 2ω2Ωy

]

× exp

[

−mxβ

Ω

(

β2ẋ2

2ω2x2
+ 1

)

y−1

]

dy,

(19)

in which ω denotes frequency in radians per second.

1) Level Crossing Rate: LCR is defined as the number

of times per unit duration that a random process crosses a

predefined threshold (Rth) in the negative direction, and is

mathematically given by [31]

NR(Rth) =

∫ ∞

0

ẋfRṘ (Rth, ẋ) dẋ. (20)

Substituting (19) in (20) and using [22, Eq. (3.310)] yield

NR(Rth) =
m2m−0.5ωR

β(m−0.5)
th√

2πΩ2m−0.5Γ(m)2

∫ ∞

0

y−3/2

√

Rβ
th + y2

× exp
(

−m

Ω
y
)

exp

(

−mRβ
th

Ω
y−1

)

(

y2 +Rβ
th

)

dy.

(21)

Assuming β = 2, (21) simplifies to the LCR of the dN

distribution derived in [7, Eq. (9)].

2) Average Fade Duration: Assuming that R(t) models the

envelope of the fading channel, the AFD is defined as the

average length of time the envelope remains under Rth, once it

crosses this value in the negative direction. It can be expressed

mathematically as [31]

α(Rth) =
FR(Rth)

NR(Rth)
, (22)

in which FR(Rth) and NR(Rth) are given by (4) and (21),

respectively. By setting β = 2 in (22), it simplifies to the AFD

of the dN distribution as derived in [7, Eq. (10)]. It should be

noted that most of the above-derived expressions have never

been reported in the open technical literature.

III. TAS STATISTICS

A. System Model

In order to satisfy the space and hardware limitation con-

straints existing in VANETs, we consider a communication

system where the transmitter (equipped with L antennas)

employs one RF chain opportunistically with a single-antenna

receiver. This system operates in a V2V communication en-

vironment subject to fading that is modelled by the dGG

distribution. The overall TAS scheme is carried out in two

phases: the selection phase and the transmission phase. More
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gb gb
Selection Phase

g

gb= gb=

Transmission Phase

g

Transmitter Receiver

Fig. 1. Double-scattering propagation and parameters for each bounce in
transmit antenna i.

specifically, the transmit antenna providing the highest re-

ceived SNR value is selected at the receiver. This information

is communicated to the transmitter via an error-free feedback

link. Assuming identical parameters for all diversity links, the

instantaneous received output SNR can be expressed as

γout = max{γ1, γ2, . . . , γL}, (23)

in which γi = R2
i
Es

N0
is associated with the ith

(i ∈ {1, . . . , L}) transmitting antenna, Ri being the distributed

fading amplitude following the PDF given in (3), Es the

transmitted symbol energy, and N0 the noise variance. The

corresponding PDF and CDF of γi are, respectively, given by

fγi(γ) =
βγ̂

m1+m3
2

1

Γ (m1) Γ (m3)

× γ
β
4 (m1+m3)−1Km3−m1

(

2
√

γ̂1γ
β
4

)

,

(24)

Fγi(γ) =
1

Γ(m3)



1−
ζ(m1,m3)
∑

k1,k2=0

D1γ̂
k1+m1−k2−1/2

2
1

× γ
β
4 (k1+m1−k2−1/2) exp

(

−2
√

γ̂1γ
β
4

)

]

,

(25)

with γ̂t =

[

Γ(m1)Γ(m3)γbt
γbt+2

Γ(m1+2/β)Γ(m3+2/β)

]− β
2

and γ = E
〈

R2
i

〉

Es

N0
=

γbtγbt+2
, in which t ∈ {1, 2}.

It is noteworthy that in the past, the performance of similar

communication systems has been studied based on i) special

cases regarding the double-scattering propagation, i.e., using

dR and dN fading distributions, and ii) ideal conditions re-

garding the CSI acquisition, e.g., [10], [17]. As far as channel

modeling is concerned, capitalizing on the generic form of

the dGG distribution, the accurate modeling of several double-

bounce fading conditions is allowed. More specifically, in (24),

mj , β are related with the severity of the fading, i.e., lower

values for mj, β denote severe fading conditions. In Fig. 1,

for clarification purposes, the shaping and scaling parameters

of the constitute GG fading distributions, for each bounce and

communication phase, are depicted. As far as CSI feedback

delay is concerned, two scenarios have been examined, one

with ideal and one with non-ideal feedback, due to the impact

of outdated CSI.

B. Ideal Feedback

For the system under consideration and under the assump-

tion of no feedback delay, i.e., ideal feedback, the CDF of

γout is given by following order statistics with L independent

RVs as

Fγout(γ) = [Fγi(γ)]
L
. (26)

Using (25) in (26), employing first the binomial identity, then

multinomial identity, and after some mathematical procedure,

the following convenient closed-form expression for Fγout(γ)
is attained

Fγout(γ) =

L
∑

q,ti,vi,j

(

L
q

)

Γ(m3)L
D2γ̂

d2
1 γ

βd2
2 exp

(

−2qγ̂
1/2
1 γ

β
4

)

,

(27)

with

L
∑

q,ti,vi,j

=

L
∑

q=0

q
∑

t1,··· ,tm3=0
t1+...+tm3=q

· · ·
tm3
∑

v1,1,··· ,vm3,|m3−1−m1|− 1
2
=0

v1,1+···+v
m3,|m3−1−m1|− 1

2
=tm3

,

D2 =
(−1)qq!

t1! · · · tm3 !

[ √
π

Γ(m1)

]q

× t1! · · · tm3 !

v1,1! · · · v1,m1+
1
2
! · · · vm3,1! · · · vm3,|m3−1−m1|− 1

2
!

×
m3−1
∏

k=0

|k−m1|− 1
2

∏

p=0

[

(|k −m1| − 1
2 + p)!

k!p!(|k −m1| − 1
2 − p)!22p

]vk+1,p+1

,

and

d2 =

m3−1
∑

k=0

|k−m1|− 1
2

∑

p=0

(

k +m1 − p− 1/2

2

)

vk+1,p+1.

The corresponding PDF expression is given by fγout(γ) =
Lfγi(γ)Fγi(γ)

L−1. Substituting (27) in this expression and

doing some mathematical manipulations yield the following

expression for the PDF of γout

fγout(γ) = Lfγi(γ)

L−1
∑

q,ti,vi,j

1

Γ(m3)L−1

(

L− 1

q

)

×D2γ̂
d2
1 γ

βd2
2 exp

(

−2qγ̂
1/2
1 γ

β
4

)

.

(28)

It is noteworthy that both eqs. (27) and (28) are presented for

the first time.

C. Non-Ideal Feedback

In fast fading environments, due to the continuous motion

of the transmitter and/or the receiver, as it is the case in V2V

communications, it is very likely that the fading amplitude

will vary fast [32]. Hence, in many cases, the decision for

the antenna selection will be based on outdated CSI due to

the feedback delay between the antenna selection and data

transmission phases. In this context, the impact of outdated

CSI is investigated using the correlation model adopted by

many authors in the past, e.g., [33]. More specifically, the

discrepancy between the actual SNR of the ith antenna for
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data transmission, γi, and the one that is available during

the selection phase, γ̃i, can be characterized based on the

correlation coefficient ρG. In this case, the PDF of the actual

received SNR of the selected antenna at the data transmission

instance can be expressed as

fγout(γ) =

∫ ∞

0

fγi,γ̃i(γ, x)
fγ̃out(x)

fγi(x)
dx, (29)

in which fγ̃out(x) is given by (28) and fγi,γ̃i(γ, x) can be

easily evaluated, by applying a change of variables in (11), as

fγi,γ̃i(γ, x) =

∞
∑

q1,q2=0

Pγ
β
2 (p1+p3)−1x

β
2 (p1+p3)−1

×K2(p2+p4)

(

2

√

γ̂1
ρ̂
γ

β
4

)

K2(p2+p4)

(

2

√

γ̂2
ρ̂
x

β
4

)

,

(30)

with P =
[

∏2
t=1

βρ
qt
t /Γ(mf2

)

(1−ρt)
2p3+mf1

γ̂
p1+p3
t

qt!Γ(mf2
+qt)

]

. In Appendix A,

it has been proved that the PDF of the output SNR, when

outdated CSI is assumed to be available, is given by

fγout(γ) =

∞
∑

q1,q2=0

L−1
∑

q,ti,vi,j

LP
Γ(m3)L−1

(

L− 1

q

)

D2

γ̂p1+p3

2

×D3γ
β
2 (p1+p3)−1K2(p2+p4)

(

2

√

γ̂1
ρ̂
γ

β
4

)

.

(31)

Based on (31), for evaluating the corresponding CDF expres-

sion, an integral of the following form should be solved

Q(γ) =

∫ γ

0

γ
β
2 (p1+p3)−1K2(p2+p4)

(

2

√

γ̂1
ρ̂
γ

β
4

)

dγ. (32)

Making a change of variables in (32), using [34, Eq.

(1.12.1/2)], and after some mathematical simplifications, the

following closed-form expression for I2 is extracted

Q(γ) =
π

β

γ
β
2 (q1+m1) (ρ̂/γ̂1)

p2+p4

sin [2π(p2 + p4)]

[

Γ(q1 +m1)

× 1F̃2

(

q1 +m1; 1− 2(p2 + p4), q1 +m1 + 1;
γ̂1γ

β
2

ρ̂

)

−
(

γ̂1γ
β
2

ρ̂

)2(p2+p4)

Γ(q2 +m3)

× 1F̃2

(

q2 +m3; 1 + 2(p2 + p4), q2 +m3 + 1;
γ̂1γ

β
2

ρ̂

)]

,

(33)

in which 1F̃2(.; ., .; .) denotes the regularized generalized

hypergeometric function [35, Eq. (07.32.02.0001.01)]. Based

on (33) and after some mathematical simplifications, the

following expression for the CDF of γout is obtained

Fγout(γ) =
∞
∑

q1,q2=0

L−1
∑

q,ti,vi,j

LP
Γ(m3)L−1

(

L− 1

q

)

D2

γ̂p1+p3

2

×D3Q(γ).

(34)

Here, it is considered essential to investigate the rate of

convergence of the infinite series given in (34). In particular,
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Fig. 2. Absolute relative error of (34) after the truncation of the first 30 terms.

in Fig. 2, assuming γ = 1, the absolute relative errors ǫ of

the CDF expression given in (34) is evaluated. This error is

defined as ǫ = |F1 − F2|/F1, with F1 representing the exact

value of the CDF and F2 representing the corresponding value

of the CDF after the truncation of the first 30 terms. In this

figure, it is shown that ǫ depends on ρ = ρ1 = ρ2, γbt , β,mj ,

with the first one having dominant influence. It is noteworthy

that in all cases with a small number of terms, an excellent

accuracy is achieved. It should be also noted that similar rates

of convergence have been also observed for all the infinite

series expressions presented in this paper.

D. Asymptotic Analysis

The exact expressions for Fγout(γ) for both feedback sce-

narios do not provide a direct physical insight of the system’s

performance. In order to simplify the analysis, the main

concern is to derive asymptotic closed-form expressions for

Fγout(γ).
1) Ideal Feedback: Assuming high values of γbt , using

γ(a, z1) ≃ za1 (for small z1) [35, Eq. (06.07.06.0004.01)], and

after some mathematical manipulations, the following closed-

form asymptotic expression for the CDF of γout is derived

Fγout(γ) ≃
(

Γ(m1 −m3)γ
β
2 m3 γ̂m3

1

Γ(m1)Γ(m3)m3

)L

. (35)

2) Non-Ideal Feedback: Assuming high values of the av-

erage SNR, using Iv(z) ≃ (z/2)v

Γ(v+1) (for small z) [35, Eq.

(03.02.06.0004.01)], and after some mathematical manipula-

tions, (30) simplifies to the following closed-form expression

fγi,γ̃i(γ, x) ≃
β2γ

β
4 (m1+m3)−1x

β
4 (m1+m3)−1/Γ(m1)

2

Γ(m3)2 (γ̂1γ̂2)
−m1+m3

2 (1− ρ1)
m3 (1− ρ2)

m1

×K2p2

(

2

√
γ̂1√
ρ̂
γ

β
4

)

K2p2

(

2

√
γ̂2√
ρ̂
x

β
4

)

.

(36)



BITHAS et al.:ON THE DOUBLE-GENERALIZED GAMMA STATISTICS AND THEIR APPLICATION ON V2V COMMUNICATIONS 7

Furthermore, assuming ρ = ρ1 = ρ2, substituting (36) and

the derivative of (35) in (29), using Kv(z) ≃ 1
2Γ(v)

(

1
2z
)−v

(for small z) [24, Eq. (9.6.9)], and after some mathematical

procedure, yield the following closed-form expression for the

CDF of the output SNR

Fγout(γ) ≃
LΓ(m1 −m3)

LΓ(Lm3)γ̂
m3
1

(1 − ρ)3m3−m1−2Lm3mL
3

× Γ(m1 + (L− 1)m3)

[Γ(m1)Γ(m3)]
L+1

γβm3/2.

(37)

IV. PERFORMANCE ANALYSIS

In this section, using the previously derived results, analyti-

cal expressions for important performance metrics such as the

OP, the SEP, the average capacity, the LCR, and the AFD are

derived.

A. Outage Probability (OP)

OP is defined as the probability that the output SNR

falls below a predetermined threshold γT and is given by

Pout = Fγout(γT), which Fγout(γT) can be evaluated using

(27), for the ideal feedback scenario, and (34), for the non-

ideal feedback scenario.

Diversity and Coding Gains: At the high SNR regime,

the OP can be characterized by two parameters,

viz., diversity gain Gd and coding gain Gc, as

P∞
out ≃

(

Gcγbi

)−Gd
. In this context, for the ideal

feedback scenario and based on (35), it can be inferred that

GC =

[

Γ(m1−m3)[Γ(m1+2/β)Γ(m3+2/β)]m3
β
2 γ

β
2

m3
T

[Γ(m1)Γ(m3)]
m3

β
2

+1m3

]−1/(m3β)

and Gd = m3βL. Therefore, for the ideal feedback

scenario, the diversity gain depends on fading severity,

modelled by the shaping parameters m3, β, as well as

the number of transmit antennas L. However, for non-

ideal feedback scenario, based on (37), it results that GC =
[

LΓ(m1−m3)
LΓ(Lm3)Γ(m1+(L−1)m3)Γ(m1+

2
β )

β
2

m3Γ(m3+
2
β )

β
2
m3

Γ(m1)
βm3

2
+L+1Γ(m3)

βm3
2

+L+1(1−ρ)3m3−m1−2Lm3mL
3

γ
βm3/2
T

]−1/(m3β)

and Gd = m3β. Thus, the outdated

feedback has a detrimental effect on the OP performance,

since the desired diversity gain Gd = m3βL is not realized.

B. Symbol Error Probability (SEP)

The SEP is one of the most important performance mea-

sures, the minimization of which is the main objective in

designing wireless communication systems.

1) Ideal Feedback: For evaluating the SEP, the CDF-based

approach is employed as follows [36]

P̄e =

∫ ∞

0

(−P
′

e)Fγout(γ)dγ, (38)

with (−P
′

e) denoting the negative derivative of the condi-

tional error probability. In particular, for binary phase shift

keying (BPSK) or binary frequency shift keying (BFSK)

Pe = αQ(
√
bγ), while for differentially BPSK (DBPSK)

Pe = α exp(−bγ). As far as BPSK scheme is concerned,

the following closed-form expression for the SEP has been

obtained

P̄e =

L
∑

q,ti,vi,j

1

Γ(m3)L

(

L

q

)

D2γ̂
d2
1

α
√
b√

8π
D4

(

b

2
,
1

2

)

. (39)

The proof as well as D4 are given in Appendix B. It is

noted that (39) generalizes previous known result [9, Eq. (20)].

For the DBPSK scheme, by following a similar approach as

the one used for deriving the SEP of BPSK, the following

expression is deduced

P̄e =

L
∑

q,ti,vi,j

1

Γ(m3)L

(

L

q

)

D2γ̂
d2
1 abD4 (b, 1) . (40)

2) Non-Ideal Feedback: For this scenario, in order to

evaluate the SEP, the PDF-based approach will be employed

as follows

P̄e =

∫ ∞

0

Psfγout(γ)dγ, (41)

with Ps denoting the conditional SEP. More specifically, for

BPSK and BFSK Ps = A erfc(
√
Bγ), with erfc(·) denoting

the complementary error function [22, Eq. (8.25/4)], while

for DBPSK Ps = A exp(−Bγ). For BPSK and BFSK, the

following expression for the SEP is derived

P̄e =

∞
∑

q1,q2=0

L−1
∑

q,ti,vi,j

LP
Γ(m3)L−1

(

L− 1

q

)

AD2

γ̂p1+p3

1

D3D5.

(42)

The proof as well as D3, D5 are provided in Appendix C. For

DBPSK, the following expression for the SEP is obtained

P̄e =

∞
∑

q1,q2=0

L−1
∑

q,ti,vi,j

LP
Γ(m3)L−1

(

L− 1

q

)

AD2

γ̂p1+p3

1

D3D6.

(43)

The proof as well as D6 are provided in Appendix C.

C. Average Channel Capacity

Average channel capacity is defined as

Ĉ = BW

∫ ∞

0

log2(1 + γ)fγout(γ)dγ (44a)

=
BW

ln(2)

∫ ∞

0

1− Fγout(γ)

1 + γ
dγ, (44b)

with BW denoting the signal’s transmission bandwidth.

1) Ideal Feedback: For the ideal feedback case, the follow-

ing closed-form expression has been derived for the capacity

Ĉ =

L
∑

q,ti,vi,j

BW (−1)−1

ln(2)Γ(m3)L

(

L

q

)

D2γ̂
d2
1 D7, (45)

with q starting at 1. The proof and D7 are given in Ap-

pendix B.
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2) Non-Ideal Feedback: For the non-ideal feedback case,

the following expression has been derived for the capacity

Ĉ = L
∞
∑

q1,q2=0

P
L−1
∑

q,ti,vi,j

BW/ ln(2)

Γ(m3)L−1

(

L− 1

q

)

D2

γ̂p1+p3

1

D3D8.

(46)

The proof and D8 are provided in Appendix C.

D. Average Output SNR

The average output SNR is a performance metric providing

excellent indication of the overall system’s fidelity. For the

scheme under consideration, it is defined as

E 〈γout〉 =
∫ ∞

0

γfγout(γ)dγ (47a)

=

∫ ∞

0

[1− Fγout(γ)] dγ. (47b)

1) Ideal Feedback: Substituting (27) in (47b), using [22,

Eq. (3.351/3)]. and after some mathematical simplifications,

the following expression is deduced

E 〈γout〉 =
L
∑

q,ti,vi,j

(−1)−1

Γ(m3)L

(

L

q

)

D2

22−
4
β−2d2Γ

(

4
β + 2d2

)

βγ̂
2
β

1 q
2(2+βd2)

β

,

(48)

with q starting at 1.

2) Non-Ideal Feedback: Substituting (31) in (47a) and

using [22, Eq. (6.561/16)], yield the following expression

E 〈γout〉 =
∞
∑

q1,q2=0

L−1
∑

q,ti,vi,j

LP
Γ(m3)L−1

(

L− 1

q

)

D2

γ̂p1+p3

1

D3

β

×
(

ρ̂

γ̂1

)
2
β+p1+p3

Γ

(

2

β
+m1 + q1

)

Γ

(

2

β
+m3 + q2

)

.

(49)

E. Level Crossing Rate and Average Fade Duration

1) Level Crossing Rate (LCR): The LCR for the system

under consideration and threshold value Rth, is defined as the

rate at which the system status changes from the non-outage

to the outage status.

a) Ideal Feedback: Assuming independent and identi-

cally distributed fading conditions and using (21) as well as

(4), the LCR can be evaluated as [31]

NT (Rth) = LNR(Rth)FR(Rth)
L−1. (50)

It is noted that by setting β = 2, (50) simplifies to LCR of

dN fading process in TAS systems [8, Eq. (14)]. Moreover,

since R(t) denotes a fading process, ω denotes the maximum

Doppler shift in radians per second, which depends on the

speed of vehicle and the carrier frequency. For example, in a

real-world example, assuming ITS-G5 standard and a vehicle

speed equal to 80 km/h, ω = 2745.75 rad/s. In addition,

a simpler expression for NR can be extracted for higher

values of Ω. In particular, based on (19), using [22, Eq.

(3.351/3)] as well as [37, Eq. (2.3.7/8)], the following closed-

form approximated expression for the LCR is obtained

NR(Rth) ≃
(

mm/
√
π

ΩmΓ(m)

)2
√

Ω/(2m)ωR
β(m−1/4)
th

×







2πΩ1/2
1F2

(

1
2 ;

1
4 ,

3
4 ;−

m2Rβ
th

4Ω2

)

√

mR
β
2

th

− 4Γ

(

3

4

)2

1F2

(

3

4
;
1

2
,
5

4
;−m2Rβ

th

4Ω2

)

−
mR

β
2

thΓ
(

− 3
4

)

Γ
(

5
4

)

1F2

(

5
4 ;

3
2 ,

7
4 ;−

m2Rβ
th

4Ω2

)

Ω






,

(51)

with 1F2(.; ., .; .) denoting the generalized hypergeometric

function [35, Eq. (07.22.02.0001.01)].

b) Non-Ideal Feedback: Since the system’s outage de-

pends on the correlation between two dGG RVs, which is

mathematically described by (13), using this expression as well

as the approach followed for deriving (34), the LCR can be

expressed as

NT (Rth) = LNR(Rth)FRo,L−1(Rth). (52)

in which FRo,L−1(Rth) = Fγout(
√
Rth) given in (34), with

γ̂t substituted by Ω̂t and L by L− 1.

2) Average Fade Duration (AFD):

a) Ideal Feedback: Based on (22) and using (50), AFD

can be expressed as

aT (Rth) =
FR(Rth)

L

LNR(Rth)FR(Rth)L−1
=

FR(Rth)

LNR(Rth)
. (53)

It is noted that by setting β = 2, (53) simplifies to AFD of

dN fading process in TAS systems [8, Eq. (19)].

b) Non-Ideal Feedback: Based on (22) and using (52),

AFD can be expressed as

aT (Rth) =
FR0,L(Rth)

LNR(Rth)FR0,L−1(Rth)
, (54)

in which FR0,L−1(Rth) and FR0,L(Rth) can be evaluated

using (34).

V. NUMERICAL RESULTS

In this section, several numerically evaluated performance

results are provided. These results include performance com-

parisons of several TAS structures, employing various modula-

tion formats, and different V2V channel conditions. Further-

more, in order to obtain realistic values for the correlation

coefficients between the exact and outdated values of the

SNR, their range are evaluated using the following real-world

example. Based on the ITS-G5 standard, with center frequency

5.9 GHz and varying vehicle speed v = 10 − 40 m/s, it will

result to maximum Doppler frequency fD ≈ 100 − 786 Hz.

In this example, the corresponding channel coherence time,

which quantifies how fast the channel is changing over time,

is Tc ≈ 200 − 1600 µsec. Thus, as is also observed in [38],

the coherence time of a vehicular channel could be less than
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the duration of a 1kB packet. Assuming the classic Jakes

spectrum, the autocorrelation function between the current and

past states of the channel is given by ρj = J0 (2πfDT ),
with T denoting the time delay due to the CSI feedback

and Jv(·) the first kind Bessel function [22, Eq. (8.402)].

Moreover, for simplicity and similar to [39], the time delay

is considered to be equal to T ≈ [1/3−1]Tc. In this example,

the resulting range of values for the correlation coefficient will

be ρj ≈ {0.75− 0.97}. It is noted that in this section similar

range of values have been also considered for ρ1, ρ2.

In Fig. 3, the OP is plotted as a function of γbt for different

values of the shaping parameter β and for both scenarios

regarding feedback acquisition. The following parameters were

set: ρ1 = 0.75, ρ2 = 0.8, m1 = 1.5, m3 = 1, L = 3,

γT = 0 dB. It is shown that the performance improves with

the increase of β, i.e., decrease of the fading severity, and/or

γbt . In the same figure, the asymptotic performance of the

OP is also plotted and is shown to be well aligned to the

exact one in the high SNR region. Moreover, in this figure,

the difference between the diversity gains of ideal and non-

ideal feedback scenarios is clearly depicted. In addition, for

the non-ideal feedback case and for β = 1.5, it is also shown

that the diversity gain is independent to the number of transmit

antennas L, as it was analytically proved in Section IV-A.

In Fig. 4, considering BPSK, the SEP is plotted as a function

of ρ = ρ1 = ρ2, for different values of γbt . The following

parameters were set: m1 = 1.5, m3 = 1, L = 3, β = 3.

It is shown that the SEP decreases with the increase of γbt
and ρ. It is noted that as ρ increases, i.e., the estimation

of the SNR at the selection instance approaches the one

at the reception instance, the performance improves. This

performance improvement is higher as ρ → 1. In Fig. 5,

considering DBPSK and perfect CSI acquisition, the SEP is

plotted as a function of γbt , for different values of L. The

following parameters were set: m1 = 1.5, m3 = 1, β = 1.5.

It is shown that the SEP decreases with the increase of γbt and

L. It is noted that as L increases, the performance improves,

with a decreased rate. In the same figure, the asymptotic SEP

is also included1, which approximates, at high SNR, quite well

the exact performance. Finally, the diversity order, defined as

DO = − log
(

P e

)

/ log (SNR), is also plotted as a function of

the SNR for different values of L. As depicted in this figure,

as the SNR tends to infinity, the diversity order approaches

dL−1 = m3βL (with L ≡ {2, 3, 4}), verifying the analytical

results presented in Section IV-A.

In Fig. 6, the normalized channel capacity is plotted as a

function of the number of the transmitting antenna L, for

different values of ρ as well as for the case of perfect CSI

acquisition. The following parameters were set: m1 = 1.5,

m3 = 1, β = 3, γbt = 10dB. In this figure, it is shown that

the performance improves with the increase of the number

antennas, though with a decreased rate. Moreover, it is also

shown that the performance gap (for the different values of ρ)

decreases as L decreases, that is the influence of the outdated

1The asymptotic expression for the SEP can be directly evaluated using

(35) in (38) as P e ≃

(

Γ(m1−m3)γ̂
m3
1

b
βm3

2 Γ(m1)Γ(m3)m3

)L

aΓ
(

1 +
βm3L

2

)

.
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CSI is higher for higher values of L. Simulation performance

results are also included in Figs. 3-6, verifying the validity of

the proposed theoretical approach.

In Fig. 7, the normalized LCR, NR/ω is plotted as a func-

tion of the normalized received envelope Rth/Ω for different

numbers of transmit antennas and under the assumption of

perfect and outdated CSI availability. The following param-

eters were set: m1 = 1.5, m3 = 1, β = 2.1, Ω = 0 dB.

As it is shown in this figure, for lower values of Rth, the

LCR decreases as L increases, with decreased rate. However,

for higher values of Rth, i.e., Rth > 0 dB, the lower rate is

obtained when L = 1. It should be noted that the performance

improvement is significantly lower when outdated CSI is

available, whereas the difference between the performance

of exact and outdated CSI increases with the increase of

L. In Fig. 8, assuming perfect CSI, the normalized AFD is

plotted as a function of Rth, for different values of L and

for the same channel parameters considered in the previous

figure. It is shown that for lower values of Rth, the TAS
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system spends less time into deep fades. In other words, TAS

crosses low values of Rth less often than single transmitting

systems. Moreover, it is noteworthy that the asymptotic LCR

approximates quite close to the exact one, especially for lower

values of Rth.

VI. CONCLUSIONS

The performance of a TAS scheme operating in a V2V com-

munication environment has been analytically investigated.

For the purposes of the analysis, convenient expressions for

the bivariate statistics of the dGG distribution have been

presented for the first time, including the joint PDF, CDF, and

the moments. The dGG fading distribution model is suitably

applied for scenarios where double-bouncing mechanism is

observed, frequently occurring in M2M communications. In

addition, the corresponding marginal expressions were derived,

while the second-order statistics of the dGG model were also

studied. It was shown that the obtained expressions generalize
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previously reported results. Based on the derived analysis,

the performance of the scheme under consideration has been

evaluated using important performance measures, namely OP,

SEP, average capacity, the LCR, and the AFD. Finally, the

negative consequences of outdated CSI have been analytically

demonstrated, using an asymptotic analysis and the derived

expressions for the diversity and coding gains.

APPENDIX A

PROOF FOR EQUATION (31)

Substituting (28) and (30) in (29), an integral of the follow-

ing form appears

I1 =

∫ ∞

0

x
β
2 (p1+p3)+

β
2 d2−1 exp

(

−2q
√

γ̂1x
β
4

)

×K2p4+2p2

(

2

√

γ̂2
ρ̂
x

β
4

)

dx.

(A-1)
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This integral can be solved in closed form by making a change

of variables of the form y = x
β
4 and with the aid of [22, Eq.

(6.621/3)], yielding at

I1 = γ̂d2
1 D3, (A-2)

in which

D3 =
22d2−2(q1+m1−1)√π

βρ̂p2+p4

× Γ (2(m3 + q2 − d2))
(

q + 1√
ρ̂

)2(m3+q2−d2)

Γ (2(m1 + q1 − d2))

Γ (2(p1 + p3 − d2))

× 2F1

[

2(m3 + q2 − d2), 2(p2 + p4) +
1

2
;

2(p1 + p3 − d2) +
1

2
;
q − ρ̂−1/2

q + ρ̂−1/2

]

.

Based on (A-2), and after some mathematical manipulations,

yield the final expression for PDF of output SNR given in (31)

and also completes this proof.

APPENDIX B

EVALUATION OF INTEGRALS IA

Assuming ideal feedback, for evaluating the expressions for

SEP of BPSK and the capacity, (27) should be substituted

in (38) and (44b), respectively, resulting to integrals of the

following form

I2 =

∫ ∞

0

γ
β
2 d2g(γ) exp

(

−2q
√

γ̂1γ
β
4

)

dγ

(1)
= D4

(

b

2
,
1

2

)

(2)
= D7,

(B-1)

in which

D4(x, y) =
κ1/2λ

β
2 d2+y− 1

2

x
β
2 d2+y(2π)

1
2 (λ+κ−2)

× Gκ,λ
λ,κ

(

(

2q
√
γ̂1

κ

)κ(
λ

x

)λ
∣

∣

∣

∆(λ,1− β
2 d2−y)

∆(κ,0)

)

,

(B-2)

D7 =
2

(2π)β+
1
2

G4+β,β
β,4+β

(

(

q2γ̂1
4

)2
∣

∣

∣

∆(β,−β
2 d2)

∆(4,0),∆(β,−β
2 d2)

)

,

(B-3)

∆(x, y) = y
x ,

y+1
x , · · · , y+x−1

x and κ, λ are positive integers

that satisfy λ/κ = β/4. For evaluating the solution (1) in

(B-1), g(γ) = γy−1 exp (−xγ) = γy−1G1,0
0,1

(

xγ
∣

∣

∣

−
0

)

[29, Eq.

(11)] is used together with the Meijer G-function represen-

tation for the second exponential function, and with the aid

of [29, Eq. (21)], yield the closed-form expressions presented

in (B-1). As far as (2) is concerned, the same approach is

followed with g(γ) = 1
1+γ = G1,1

1,1

(

γ
∣

∣

∣

0

0

)

[29, Eq. (10)]. Based

on these solutions and after some mathematical manipulations,

yield the final expressions for the SEP and the capacity, (39)

and (45), respectively, and also completes this proof.

APPENDIX C

EVALUATION OF INTEGRALS IB

Assuming non-ideal feedback, for evaluating the SEP of

BPSK and DBPSK, Aerfc
(√

Bγ
)

and Aexp (−Bγ), respec-

tively, as well as (31) are substituted in (41), while for the

capacity, log2(1+γ) and (31) are substituted in (44a), resulting

to integrals of the following form

I3 =

∫ ∞

0

γ
β
2 (p1+p3)−1g(γ)K2(p2+p4)

(

2
√
γ̂1γ

β
4

√
ρ̂

)

dγ

(1)
= D5

(2)
= D6

(3)
= D8,

(C-1)

with

D5 =
( β
B )

β
2 (p1+p3)

√
2β(2π)

β
2 +1

× G 4,2β
2β,4+β







(

β
B

)β

γ̂2
1

(4ρ̂)
2

∣

∣

∣

∣

∣

∆(β,1−β
2 (p1+p3)),∆(β, 12−

β
2 (p1+p3))

∆(2,p2+p4),∆(β,−β
2 (p1+p3))






,

(C-2)

D6 =
( β
B )

β
2 (p1+p3)

2β1/2(2π)
1
2 (β+1)

× G4,β
β,4







(

β
B

)β

γ̂2
1

(4ρ̂)
2

∣

∣

∣

∣

∣

∆(β,1−β
2 (p1+p3))

∆(2,p2+p4),∆(2,−p2−p4)






,

(C-3)

D8 =
1

2β ln(2)(2π)β
G 4+2β,β
2β,4+2β

(

(

γ̂1
4ρ̂

)2
∣

∣

∣

∣

∣

∆(β,−β
2 (p1+p3)),∆(β,1−β

2 (p1+p3))

∆(2,p2+p4),∆(2,−(p2+p4)),∆(β,−β
2 (p1+p3)),∆(β,−β

2 (p1+p3))

)

.

(C-4)

For evaluating solution (1) in (C-1), g(γ) = erfc
(√

Bγ
)

=

1√
π
G2,0
1,2

(

Bγ

∣

∣

∣

∣

∣

1

0, 12

)

[35, Eq. (06.27.26.0006.01)] is used to-

gether with Meijer G-function representation of the modified

Bessel function, i.e., [29, Eq. (14)], and the approach presented

in [29, Eq. (21)], yielding the closed-form solutions depicted in

(C-1). Moreover, for (2) and (3), the same approach was used

with g(γ) = exp(−Bγ) and g(γ) = ln (1 + γ) = G1,2
2,2

(

γ
∣

∣

∣

1,1

1,0

)

[29, Eq. (11)], respectively. Based on these solutions and after

some mathematical manipulations, yield the final expressions

for the SEPs of BPSK, DBPSK, and the capacity, (42), (43)

and (46), respectively, and also completes this proof.
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